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Summary

The aim of this thesis is to investigate the possibility of visible helium features in the

near-infrared region of the spectra of Type Ia supernovae, in particular a single feature

thought to appear around 10250 Å, caused by the He I 10830 Å line. It is theorised that

helium features will appear around this region if the supernova was caused by a helium

shell detonation (Boyle et al. 2017). However, there have been very few detections of

these types of events in nature. The purpose of this thesis was to create a large sample

of Type Ia supernovae, spanning a range of their di↵erent spectral classes to try and

find a handful of objects which may have been possible helium shell detonation events.

The spectral data of 33 Type Ia supernovae were taken using the X-Shooter echelle

spectograph on the Very Large Telescope (VLT). Common spectral features (Si II 6355

Å, Ca near-infrared (NIR) triplet and O I 7773 Å) were then fit using a new velocity

fitting code for all supernovae in the sample. These are three features which appear in

nearly all Type Ia spectra and can be used to build an idea of the line forming regions

of the ejecta. This is important in cases when investigating uncertain spectral features,

such as the helium features in the NIR region, especially as this feature can be blended

in with the C I 10693 Å and Mg II 10927 Å lines. These velocity fits can help to break

the degeneracy between di↵erent blends.

The next step after measuring velocity ranges for di↵erent features across the sample

was to visually inspect the NIR region of all of the spectra to see which contained

features around 10250 Å. Out of the 33 supernovae in this sample, 9 objects had features

which were in the correct spectral region to be possible helium detections. Again, the

velocity fitting code was used to simulate these features and estimate velocities for

their constituents. The initial velocities from the Si, Ca and O fits were then used to

determine which of these elements was the most likely cause of the NIR feature.

Out of the 9 objects with a feature, 7 were found to most likely be made entirely of

Mg II. 2 of the objects, SN 2017gah and SN 2017ejb, were found to be a likely blend

of the Mg II 10927 Å and He I 10830 Å lines.

To confirm or deny the possibility of a helium feature in these two events, the radiative

transfer code TARDIS was used to create model spectra of the objects to test whether

synthetically, the feature could be made with a blend of helium and magnesium. In

these models, a subluminous density and abundance profile, based o↵ the work of

Heringer et al. 2017, were used to model the objects as they were both deemed to be
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subluminous events.

It was found that both events were reasonably well modelled with helium shell deto-

nations. SN 2017gah was best fit by a helium shell model spanning a velocity range of

11836– 27014 km s–1 with a post-burning helium shell mass of 0.0236-0.0591 M�. This

gave a helium velocity of 11572 – 11870 km s–1, which is in good agreement with the

initial velocity fit which estimated the feature would have a velocity of 11860 km s–1 if

it were made of helium. SN 2017ejb was best fit with a helium shell model spanning a

velocity range of 13598 – 27014 km s–1 with a post-burning helium shell mass of 0.0064

M�. This corresponds to a helium velocity of 13735 km s–1. Again, this is in good

agreement with the initial velocity fit (13922 km s–1).

Both of these velocities are lower than those predicted by the models of Boyle et al.

2017 (⇠ 16000–19000 km s–1). It is thought that the di↵erence between the two sets of

models is due to the density profiles used in each - Boyle et al. 2017 used steeper density

profiles, similar to the common w7 model used for normal luminosity events. The ones

in this thesis were shallower and it is likely that this allowed for the di↵erence between

the recovered velocities of features, though further work would need to be carried out

to prove this hypothesis.

Out of a total of 33 type Ia supernovae, 1-2 events containing possible helium features

corresponds to a minimum of ⇠ 3 – 6% of the sample which could have been potential

helium shell detonations. The true number could, in fact, be higher as a non-detection

of helium does not necessarily preclude the possibility of a helium shell detonation,

as found in this thesis. Both of these objects were subluminous events, though it is

thought that helium features may also be visible in normal luminosity events if they

were caused by a helium shell detonation. If this rate is indicative of subluminous

events, then it would be expected that a handful of helium shell detonations would

be detected each year. If normal luminosity events can also be included in this figure,

then the number of expected detections should increase even more. The fact that there

have been so few detections of these kinds of objects suggests that perhaps some of

these events are being missed and a new observing strategy focusing on near-infrared

detections such as those used in this thesis may help to improve the sample size in the

future.
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17 Double Gaussian fit to NIR feature around 10250 Å . . . . . . . . . . . 59
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A.1 Upper limits model of O I 7773 Å velocity fits . . . . . . . . . . . . . . 93
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Chapter 1: Introduction

There is a long history of supernovae observations which dates back to at least 185 AD

(Zhao et al. 2006) and possibly as far back as 4500±1000 BC (Joglekar et al. 2006). At

the time, it was not understood what caused these seemingly new stars to appear in the

sky, sometimes bright enough to be seen during the day before they faded away months

later, never to be seen again. Now we understand that these events were not new stars

or ‘guest stars’ as the Chinese observers described them but are instead supernovae;

extremely bright explosions caused by the deaths of stars.

Despite having been observed for possibly millennia, it was not until after supernova SN

1885A, which occurred in the Andromeda galaxy (Chevalier et al. 1988), that the true

nature of supernovae started to be uncovered. The term ‘super-novae’ was first used

by Walter Baade and Fritz Zwicky to describe this new class of events in a paper they

had written on SN 1885A in 1934 (Baade et al. 1934) and this is the real beginnings of

the supernovae field of study. More of these events were discovered in galaxies outside

of the Milky Way throughout the 20th century which allowed astronomers to see the

diversity in the types of supernovae and develop classifications systems for these new

events. It also allowed some insights into the nature of the progenitors of these events

as the numbers of observations grew steadily.

Since the dawn of large scale surveys such as LSST (Large Synoptic Survey Telescope;

Ivezić et al. 2019), Pan-STARRS (Panoramic Survey Telescope and Rapid Response

System; Chambers et al. 2016) and ZTF (Zwicky Transient Facility; Graham et al.

2019), the numbers of observations of all classes of supernovae have increased dra-

matically, from a handful of events to hundreds or thousands. These surveys have

also increased the detections of outliers to the original groupings, leading to a much

greater diversity than was initially believed. However, the original classification system

is still widely used and new classes or sub-classes have simply been added, making it

increasingly complicated.

1.1 Supernovae Types

The diversity in stellar types means that there are also a wide variety of supernova

(SN) types. As previously mentioned, the classes and sub-classes of supernovae are

ever-changing and maintaining a classification system can be challenging. Initially in

9



this chapter, the simplest version of the system still in use today is described, though

there are many sub-classes which branch o↵ from those discussed here which are not

mentioned as they are not relevant in the context of this investigation.

The first part of the classification of supernovae is dependent on whether hydrogen lines

appear in the spectrum of the object. If hydrogen cannot be seen, the SN is classified

as a ‘Type I’ (Type 1) SN. This definition of ‘type I’ dates back to Minkowski in 1941

(Minkowski 1941). If there are visible hydrogen lines, then it is a ‘Type II’ (Type 2).

1.2 Core-Collapse Supernovae

Within these categories, supernovae (SNe) are divided up further into di↵erent classes.

Type II supernovae can be divided further into IIn, IIb, II-L or II-P. IIn show narrow

hydrogen lines in their spectra. IIb are named as such because although initially they

appear to have weak hydrogen lines, later these disappear from the spectrum and it

more closely resembles the Type Ib category, which is defined further on in this chapter.

II-L and II-P are categorised based on light curve shape rather than spectral features,

with II-L showing a linear decline in the light curve whilst II-P show a plateau in the

decline.

Type I supernovae are also divided into further classes; Ia, Ib and Ic, based on their

spectra. If a SN shows no hydrogen but shows helium, it is classified as Type Ib and

is similar to the IIb type, except for the initial hydrogen detection in the IIb. Type Ia

and Ic supernovae both show no hydrogen or helium but Ia di↵er from Ic supernovae

in that they show strong silicon absorption; this absorption feature is the defining

characteristic of the Ia class. If the SN shows no hydrogen, helium or strong silicon, it

is then a Type Ic.

These type classes were created from the limited information that could be gathered

from the earliest observations of these objects. As we learned more about the di↵erent

types, it was found that perhaps this was not the best way to divide the supernovae

but despite this, the original system persists. We now know that Type Ib, Ic and

Type II supernovae are all caused by the collapse of the cores of massive stars and are

hence collectively known as ‘core-collapse’ supernovae. Type Ia supernovae (SNe Ia)

di↵er from the other categories in that they are not caused by the collapse of giant

stars, but rather by thermonuclear runaway on the surface or near the centre of a

particular stellar remnant, known as a white dwarf, which then unbinds the remnant
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in an explosion (explained further in Chapter 1.4). It is this unique explosion channel

that makes Type Ia supernovae such interesting and useful objects within astrophysics.

Within the core-collapse group of SNe, there are many di↵erent sub-classes, such as

superluminous supernovae (SLSNe; Quimby et al. 2007) and ‘interacting’ supernovae

such as Ibn or the previously mentioned IIn, named for the narrow emission features

they both show (helium for Ibn and hydrogen for IIn, see Pastorello et al. 2007 and

Schlegel 1990 respectively). However, these sub-classes are not relevant to this thesis

and so are not discussed further.

1.2.1 Thermonuclear Supernovae

Though there are numerable sub-classes of supernovae within the classes mentioned

above, as this investigation focuses on Type Ia supernovae and not core-collapse events,

only further sub-classes of the thermonuclear Ia category will be discussed. Even within

this category alone, there are still many further divisions which can be made and so

only a few of the sub-types which are most relevant to this investigation are mentioned.

There are at least three main sub-classes within the Ia category. These are known

as ‘normal’, ‘subluminous’ and ‘over-luminous’ events. ‘Normal’ luminosity events are

ones in which the light curve has a rise time of around 19 days and peaks at a magnitude

of ⇠ –19.3 mag in the B-band filter (Phillips 1993).

‘Subluminous’ events are ones in which the light curve peaks at least 1.5 magnitudes

fainter than the normal -19.3 mag (i.e. ⇠ –17.8 mag due to the way the magnitude

system works). There are a few subluminous sub-classes but perhaps the most common

are those in the ‘91bg-like’ category. This class of events are similar to the original

subluminous event SN 1991bg, which this class is named after. These supernovae tend

to have stronger Si II 5972 Å and O I 7773 Å lines than those found in the spectra

of ‘normal’ Ias, as well as being less luminous and having faster declines in their light

curves (Filippenko et al. 1992a, Ruiz-Lapuente et al. 1993, Taubenberger 2017).

The other main type of SNe Ia are the ‘over-luminous’ events. The most commonly

referred to type of ‘over-luminous’ SNe Ia are a sub-class known as ‘91T-like’ events,

which are named after SN 1991T, the first of these events to be recorded (Filippenko

et al. 1992b, Phillips et al. 1992). Initially, there was a controversy about how much

brighter these events were compared to ‘normal’ luminosity events. Some of the initial

papers disagreed vastly on the magnitude, with estimates ranging from 0.3 mag to at
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least 1.0 mag brighter (Phillips et al. 1992, Filippenko et al. 1992b, Ruiz-Lapuente et

al. 1992) but modern estimates suggest that this number is, on average, lower, usually

around 0.3 mag brighter than ‘normal’ events (Sasdelli et al. 2014, Taubenberger 2017).

A more important characteristic of these ‘91T-like’ events is their initial lack of the

usual Si II and Ca II lines which appear in ‘normal’ luminosity spectra and the weakness

of these lines once they do appear around maximum light. Unlike ‘normal’ events, ‘91T-

like’ spectra instead show high UV flux, strong Fe III lines around 4250 and 4950 Å and

an almost featureless blue continuum beyond 5500 Å. Their light curves also decline

slower than those of ‘normal’ luminosity events. Figure 1, adapted from Taubenberger

2017, shows all of these sub-classes, plus several which are not discussed here e.g.

Type Iax (Wang et al. 2013), calcium-rich (Ca-rich; Perets et al. 2010) and Ia which

interact with circumstellar material (Ia-CSM; Hamuy et al. 2003), to give an idea of

the magnitudes (MB,max) and decline times (Dm15(B)) of the di↵erent events, relative

to the other sub-classes.
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Figure 1: Sub-classes of Type Ia supernovae, adapted from Taubenberger 2017. This figure shows

magnitude versus light-curve decline rate and the Phillips relation which is used to correct the lumi-

nosity and decline rate of outliers to use in cosmological studies (see Chapter 1.3).

1.3 Type Ia Supernovae in Cosmology

SNe Ia are a uniquely important tool in discovering the nature of our Universe. They

have been used to prove that the Universe is expanding at an accelerated rate (Riess

et al. 1998, Perlmutter et al. 1999) and are also one of the most precise methods of

measuring the amount of dark matter and dark energy in the Universe. They can also

be used to put stringent constraints on the nature of dark energy (Betoule et al. 2014,

Scolnic et al. 2018), which ultimately predicts the fate of the Universe. SNe Ia are one
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of the most powerful distance estimators in the Universe due to their unique physical

characteristics e.g. high luminosity meaning they can be measured to high redshift,

giving them a status that almost no other optical transients can claim. However,

despite the unending usefulness of these objects and the numerous studies carried out

into their nature, the progenitors of these supernovae are still somewhat unclear.

In theory, SNe Ia would be expected to all have the same peak luminosity if they

all exploded at the same mass; the so-called Chandrasekhar mass limit (see Chap-

ter 1.4) but some SNe Ia are also produced by white dwarfs which have not reached

this limit. These events are aptly named sub-Chandrasekhar SNe Ia. All white dwarfs

would need to explode at the Chandrasekhar limit to make SNe Ia what are known

as ‘standard candles’, i.e. an object of known brightness, which then allows the dis-

tance to the object to be measured accurately, using the known luminosity-distance

equation. However, as discussed in Chapter 1.1, there is a known variability in the

peak magnitude of these objects, which can be caused by many di↵erent factors, such

as these sub-Chandrasekhar events. SNe Ia are not perfect standard candles but this

does not a↵ect their ability to measure distances accurately. Instead, SNe Ia are known

to be good ‘standardisable candles’, meaning that they can be corrected to become a

pseudo-standard candle. The variability in the shape of the light curve can be shifted

in magnitude and time (known as colour and stretch corrections respectively) so that

the light curve agrees with the template SNe Ia light curve which would be created by

an explosion of a white dwarf close to the Chandrasekhar limit. Hence, it can still be

used as a pseudo-standard candle to measure an accurate distance to the object.

The relationship between a SNe Ia and its peak magnitude was first discovered in 1993

and is known as the Phillips relationship. It states that SNe Ia with wider light curves

(i.e. slower fading) are more luminous than those with narrower light curves (Phillips

1993). Initially, the rate at which the light curve faded over 15 days after peak (Dm15)

was used to correct the light curve shape but this has since been replaced by stretch (s

or x1; Jha et al. 2007, Guy et al. 2007, Conley et al. 2008), which measures the width

of the light curve, though some studies still use Dm15. This relationship between the

width of the light curve and the luminosity of the SN, plus the corrections for colour

and luminosity is what allows SNe Ia to be ‘standardisable candles’.

It has also recently been discovered that there is an apparent relation between the

mass of the host galaxy and the residuals of SN brightness after the light curves have

been corrected (see, for example, Sullivan et al. 2006, Conley et al. 2011, Betoule et al.
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2014, Roman et al. 2018), though there is much controversy over this observation, for

example, there is a debate over whether the di↵erences between hosts could be due to

dust or not. It is also thought that correlations could exist between other host galaxy

properties and the residuals after the light curve has been corrected, such as local star-

formation rate (SFR, Rigault et al. 2015 but also see Jones et al. 2015), global specific

star formation rate (sSFR; Uddin et al. 2017), galactic metallicity (Childress et al.

2013b, Moreno-Raya et al. 2016), stellar age (Childress et al. 2013b) and Ha emission

(Rigault et al. 2013), which only worsens the controversy as the apparent relation in

host galaxy mass could be underpinned by any of these other properties or could simply

be an additional factor. These ‘extra’ corrections may or may not be necessary as an

additional correction to the Phillips relation and work is still being carried out into

this area.

Some subcategories of SNe Ia, such as the faint SNe Iax, do not follow the Phillips

relationship (Magee et al. 2018) and are not used for cosmological studies as their

magnitudes cannot be corrected in this fashion. It is thought that these peculiar

objects are created by a di↵erent explosion mechanism than those which create SNe

Ia, which would explain why they do not follow this relationship. Although there are

exceptions to the Phillips relationship, for the majority of SNe Ia, it is a powerful tool

which allows them to be used as accurate distance estimators.

This relationship, however, is based on empirical evidence and the reasons behind this

inherent trait are not yet fully understood. This means that despite being widely

accepted as a means to deal with the di↵erences in light curve shapes, further inves-

tigation is still required into the reasons why these variances exist in the first place.

It may be found that there is a better correction or that another parameter needs to

be added to the Phillips relationship to more accurately carry out this correction, or

indeed, that there is a particular subgroup of SNe Ia which come from one progenitor

type which makes them stronger distance indicators than the others and perhaps they

should be used instead of trying to correct other subgroups. Without knowing the

cause of this relationship, it is di�cult to say for certain that this is the best treat-

ment of these objects and so, more work needs to be carried out into determining the

progenitors of these explosions to ensure accuracy in any cosmological parameters.
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1.4 SNe Ia Explosion Physics

It is now understood that SNe Ia are caused by the explosions of low mass stellar

remnants known as white dwarfs (WD). WD are made from stars which are not massive

enough (<⇠ 8M�) to undergo core-collapse to become a neutron star or black hole.

Instead, the star sheds its outer layers and leaves behind a lump of carbon and oxygen

(the WD) when helium fusion ceases within the core, as the star is not massive enough

to reach the temperatures required for carbon fusion to start. The WD then begins to

cool and given enough time, will become a black dwarf, provided there is no further

interaction between the WD and a companion (see, for example, Fontaine et al. 2001).

SNe Ia occur when there is interaction between a WD and a companion. In the clas-

sical scenario, as the WD accretes mass from the companion, it will continue to grow

until it approaches the Chandrasekhar limit of ⇠ 1.44M� (Chandrasekhar 1931, Chan-

drasekhar 1935, Anand 1965). As the mass increases, the central density of the WD

also increases until finally, fusion occurs. This triggers thermonuclear runaway of car-

bon and oxygen in the WD, causing a SNe Ia (Hoyle et al. 1960, Nomoto et al. 1984,

Blondin et al. 2012).

It is now widely believed that SNe Ia could come from at least two di↵erent progenitor

channels. The first is known as the ‘single-degenerate’ channel. This channel involves

a WD and a non-degenerate companion star, e.g. a main-sequence, sub-giant star or

helium star. Non-degenerate in this scenario means any star which is not a WD or a

neutron star, i.e. any star not being held up against gravitational collapse by electron

or neutron degeneracy pressure. In this channel, the WD accretes matter over time

from the non-degenerate companion. Most WD will accrete matter until it approaches

the Chandrasekhar limit and then explodes in a SN (Whelan et al. 1973, Nomoto 1982),

however, there is also a single-degenerate channel where the WD accretes matter from

a non-degenerate helium star and explodes as a sub-Chandrasekhar event (i.e. a SN

which occurs before reaching the Chandrasekhar limit; see, for example, Nomoto et al.

2018).

There are a number of proposed explosion mechanisms within the ‘single-degenerate’

progenitor channel for creating Chandrasekhar mass explosions to try and explain the

wide variety of observed properties of all the known sub-classes of SNe Ia. One method

is known as ‘delayed detonation’ in which subsonic burning (deflagration) within the

WD after some time becomes supersonic burning (detonation), which unbinds the WD
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and causes the SN. This is thought to happen in WD near the Chandrasekhar mass

limit and is one of the most popular methods for creating normal and subluminous

SNe Ia (Blondin et al. 2013, Seitenzahl et al. 2013).

There is a similar method which is known as the ‘pure deflagration’ model, where the

burning in the WD never becomes a detonation. In these models, the WD does not

become fully unbound, meaning that a remnant is left behind after the event. This is

thought to be a good method for creating very fast and subluminous events, such as

SNe Iax (Foley et al. 2013, Fink et al. 2014, Magee et al. 2016, Magee et al. 2018).

The second progenitor channel is known as the ‘double-degenerate’ channel. This is

when the WD interacts with another degenerate companion, usually another WD, and

accretes material from it, or merges with it, triggering a detonation and causing a SNe

Ia (Iben et al. 1984, Webbink 1984, Shappee et al. 2018). It is thought that both the

single- and double-degenerate channels are viable methods of making SNe Ia and that

both probably occur in nature, however, there is still uncertainty about whether one is

more common or how the di↵erent progenitor channels a↵ect the observed light curve

and spectral features of the SN.

To make matters more complicated, it is also thought that SNe Ia which occur through

the double-degenerate channel may happen before the Chandrasekhar mass limit is

reached. These events are known aptly as ‘sub-Chandrasekhar’ explosions and are

thought to create some of the subluminous types of SNe Ia, such as ‘91bg-like’ SN

mentioned previously and ‘normal’ luminosity events (Blondin et al. 2017). There was

also an idea that there could be ‘super-Chandrasekhar’ SNe Ia; explosions where the

WD had existed above the Chandrasekhar limit due to the spin of the WD before

exploding, which could explain the over-luminous groups such as the ‘91T-like’ class.

This idea has recently lost traction as the models of ‘super-Chandrasekhar’ explosions

do not match the spectral or photometric properties of any known class of SNe Ia (Fink

et al. 2018) and it is now thought that the over-luminous nature of these objects may

be due to interactions (Noebauer et al. 2017).

1.4.1 Double-Detonation Scenario

The explosion mechanism that is investigated within this analysis is known as the

‘double-detonation’ or ‘helium-shell detonation’ model. In this model, the WD ac-

cretes a helium shell from a companion, through either the single- or double-degenerate
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progenitor channel. An initial detonation within the helium shell propagates around

the surface of the WD and penetrates into the carbon-oxygen (CO) core, causing a

secondary detonation which unbinds the WD in a SNe Ia explosion (Fink et al. 2010,

Sim et al. 2010, Sim et al. 2012, Shen et al. 2014, Shen et al. 2018). Depending on the

mass of the WD and of the helium shell, it is possible that this explosion mechanism

will leave traces of helium within the spectrum of the SNe Ia and will cause the early

colours of the light curve to appear bluer before turning red, perhaps even creating

a so-called early ‘bump’ in the shape of the light-curve due to its rise initially being

powered by radioactive material produced in the outer ejecta before the usual power

source of 56Ni takes over (Boyle et al. 2017, Noebauer et al. 2017, Polin et al. 2019).

Whilst there are other suggestions for creating early time light curve bumps (for ex-

ample, clumps of nickel in the ejecta: see Magee et al. 2020 and references within), no

other proposed explosion mechanism for creating SNe Ia would show traces of helium

in the spectrum. Finding signatures of this is a smoking gun, pointing directly to a

helium shell explosion.

1.5 Observational Constraints on Double Detonations

Despite the detection of helium appearing to be a simple diagnostic for a helium shell

detonation, there are remarkably few detections of these kind of events. There are

several ‘normal’ luminosity SNe Ia which have been caught early enough to show a

potential ‘bump’ in the light curve; SN 2017cbv (Hosseinzadeh et al. 2017, Sand et al.

2018), SN 2018oh (Shappee et al. 2018, Dimitriadis et al. 2018, Li et al. 2018) and SN

2019yvq (Miller et al. 2020). The cause of these ‘bumps’ is still open to debate and

helium-shell models have not yet been entirely ruled out in these cases.

To date, only a handful of candidates have been put forward as helium-shell detonation

events with the two most likely events being SN 2016jhr (Jiang et al. 2017) and SN

2018byg (De et al. 2019). Both of these events di↵er from each other, with SN 2016jhr

thought to have been caused by a thin helium shell (⇠ 0.054M�) whilst SN 2018byg

is thought to have been caused by a thick helium shell (⇠ 0.15M�). A third event, SN

2019yvq, was also recently modelled with a thin helium shell (0.04M�) and reproduces

some of the light curve features but fails to reproduce all of them or to reproduce

the spectrum of the object, making this a less likely candidate than the others (Miller

et al. 2020). The fact that there have only been a handful of plausible detections so
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far and that these events are thought to come from drastically di↵erent progenitors

may suggest that these types of events are intrinsically rare, or it could suggest that

these events were all caused by thicker helium shells and that events caused by thinner

helium shells are more common but more di�cult to detect.

An alternative, or perhaps additional explanation for the lack of conclusive observations

comes from the position of the proposed helium features in the spectra of these objects.

It is expected that visible He I features will appear around 10830 Å and 20000 Å (also

known as the 2mm line), both of which fall into the near infrared (NIR) region of the

spectrum (Boyle et al. 2017). There are also optical helium lines produced but these

are much weaker than the 10830 Å line and even harder to distinguish. This in itself

poses problems for detection. The Earth’s atmosphere creates some strong telluric

absorption lines in this NIR region, making the data noisy and increasing the di�culty

of observing any feature with ground-based instruments. Another problem is that

many detectors do not extend to this range beyond visible wavelengths and so cannot

be used to detect these events due the weakness of the helium lines in the optical region

(see, for example, Figure 2 of De et al. 2019). For the two possible helium-shell objects

mentioned above, De et al. 2019 had one NIR spectrum of SN 2018byg taken with

the Multi-Object Spectrometer for Infrared Exploration (MOSFIRE) that covered the

10830 Å region but not the 2mm but do not comment specifically on the detection and

Jiang et al. 2017 had no infrared spectra of SN 2016jhr. All of this combined makes

detections incredibly di�cult and means that even if these events are not rare, many

of them may be missed.

Covering a wider wavelength range out to the 2mm region gives a distinct advantage in

confirming the presence of helium. Boyle et al. 2017 suggests that although the He I

10830 Å should be visible in both normal and subluminous SNe Ia spectra if a helium

shell detonation has occurred, the presence of two other lines; C I 10693 Å and Mg II

10927 Å, at high enough velocities could blend with the He I 10830 Å and disguise the

feature. The ability to check whether the other He I feature shows around 2mm in the

spectra used in this investigation allows for a more robust detection of He I than those

previous.

As already discussed, detections of the characteristic indicators of a helium shell det-

onation are challenging. The early blue colours and the ‘bump’ in the light curve are

only visible for a very short time after explosion (⇠5 days after explosion), whereas

many SNe Ia are usually not observed until nearer maximum light (⇠19 days after ex-
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plosion). This means that most SNe Ia are not caught early enough to use this feature

as a confirmation of a helium shell detonation.

Even if an event is caught early enough to detect this early flux excess, it is not enough

to say whether a helium shell detonation occurred, as there are other methods which

also produce early light curve bumps e.g. nickel clumps. Nickel clump models also

predict the suppression of blue flux, as do helium shell models, due to the short-lived

radioactive isotopes. This means that detecting helium features is a much more decisive

indicator of a helium shell detonation.

The helium features in the spectrum appear at later times, around a week before

maximum light and last until at least a week after (Boyle et al. 2017), meaning that as

long as there are good NIR observations of the object, the helium should be detectable

when a double-detonation explosion occurs. A large sample with good NIR data gives

a distinct advantage over those which chance upon a single object, particularly when

those single objects have no NIR information. This not only increases the chance of

finding one of these objects but also increases the robustness of any detection made. It

also potentially allows for a preliminary comparison to be made between characteristics

of any objects thought to have been caused by a helium shell detonation, such as the

spectral type or stretch values, which is presently not possible with only two, possibly

three, events modelled with such di↵erent helium shells and allows for a very rough

estimate of how rare these events are by scaling up the sample size to be representative

of a galaxy. This could provide insights into the types of events that observers should

look for to find more helium shell detonations, which in turn could help to increase the

sample size of these events and provide further insights into the progenitor systems of

these objects.

The structure of this thesis is as follows; the sample selection and photometric and

spectroscopic corrections of a sample of combined optical and near infrared spectra of

SNe Ia around maximum light are presented in Chapter 2. Chapter 3 describes the

method used to carry out velocity fittings to di↵erent spectral features in these spectra.

The radiative transfer code TARDIS used to model the SNe Ia spectra and the methods

used to create the synthetic spectra are described in Chapter 4. Chapter 5 contains an

analysis of the sample and of the results from the line fitting carried out in Chapter 3.

Chapter 6 presents the objects from the sample which were initially highlighted as

possible helium shell candidates and the results of the helium shell modelling for two

of these events and finally, Chapter 7 presents the conclusions of this work.
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Chapter 2: Observations and Data Reduction

As discussed in Chapter 1, there are many theories and models which describe how

helium shell detonations may occur and what e↵ects these have on the SNe light curves

and spectra. However, there are very few observations which potentially show any

of these predicted features. The aim of this thesis is to try and tie the theory and

observations together by searching through a large sample of SNe Ia to find possible

helium shell detonations. This may not only increase the sample size of these objects,

which is currently almost non-existent, but could also lead to a deeper understanding of

how helium shell detonations a↵ect physical properties of the SNe Ia (i.e. light curves

and spectra) in nature and not just in theory.

In this chapter, observations of 33 SNe Ia are presented, including intermediate resolu-

tion spectra and corresponding light curves, from both observations and literature. 17

were previously published in Maguire et al. 2013 as part of an analysis of circumstellar

material but this is the first time that their near infrared spectra have been analysed.

The other 16 are previously unpublished. Sample selection, as well as spectroscopic

and photometric observations are discussed in this chapter.

2.1 Sample Selection

All of the SNe Ia in this sample were chosen because they have intermediate resolution

spectra which were taken around maximum light (⇠ –14 < t < +12 days, where t is

the time the spectrum was taken in days since maximum light in the B-band). The

proposed helium features are expected to appear at least a week before maximum light

and to strengthen with time, hence the chosen time interval. Theory also predicts that

these helium features will be stronger in subluminous SNe Ia but may also appear in

‘normal’ luminosity SNe Ia (Boyle et al. 2017). To test this, a variety of spectral sub-

types were studied. Most of the SNe Ia are of the ‘normal’ sub-type, while a few are

categorised as subluminous (‘91bg-like’) and over-luminous (‘91T-like’) spectra. The

properties of the selected SNe Ia used in this study are found in Table 1. Further

discussion of the sample properties is presented in Chapter 5 in the context of the

helium detection constraints.
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Table 1: Properties of the SNe Ia and their light curves

SN Name Host Galaxy Spec. MJD Phase B-Band Max

MJDa

Heliocentric

Redshiftb, z
Av

b LC Source Spectral Type

SN 2012cg NGC 4424 56081.0 -0.8 56081.8 0.001538 0.057 Vinko et al. 2018 Normal

LSQ12dbr Anon. 56110.4 -0.3 56110.7 0.0196 0.214 LSQ, LT+RATCam Normal

PTF12iiq 2MASX J02500784-0016014 56178.3 -3.8 56182.1 0.02908 0.161 LT+RATCam, P48 Normal

SN 2012et CGCG 476-117 56201.1 11.1 56190.0 0.02478 0.221 Amanullah et al. 2015 Normal

SN 2012fw ESO 235-37 56174.1 7.2 56166.9 0.018586 0.097 FTS Normal

LSQ12fuk Anon. 56237.2 4.6 56232.6 0.0202 0.229 P48 Normal

LSQ12fxd ESO 487 -G 004 56244.2 -1.9 56246.1 0.031242 0.069 LSQ Normal

LSQ12gdj ESO 472-G 007 56249.0 -4.4 56253.4 0.030324 0.064 SWOPE, LSQ 91T-like

LSQ12hzj 2MASX J09591230 0900095 56301.3 0.7 56300.6 0.029 0.183 LSQ Normal

PTF12jgb 2MASXi J0415016 152053 56209.3 5.4 56203.9 0.02811 0.177 LT+IO:O, P48 Normal

SN 2012hd IC 1657 56258.1 -6.7 56264.8 0.01218 0.073 FTN, LSQ Normal

SN 2012hr ESO 121-26 56283.1 -6.1 56289.2 0.007562 0.124 LCOGT Chile Normal

SN 2012ht NGC 3447 56293.3 -1.6 56294.9 0.003559 0.08 LT+IO:O Normal

SN 2013aa NGC 5643 56347.3 3.3 56344.0 0.003999 0.466 LCOGT Normal

SN 2013aj NGC 5339 56360.3 0.8 56359.5 0.009126 0.101 LT+IO:O, SWOPE Normal

SN 2013ao Anon. 56361.0 -6.8 56367.8 0.04 0.11 LT+IO:O 91T-like

SN 2013u CGCG 8-23 56336.2 -1.6 56337.8 0.03417 0.08 LT+IO:O 91T-like

SN 2017ckq ESO 437-G 056 57853.1 2.5 57850.6 0.0099 0.2077 ATLAS Normal

SN 2017ejb NGC 4696 57913.1 0.1 57913.0 0.00987 0.3007 LCOGT South Africa 91bg-like

SN 2017erp NGC 5861 57920.2 -13.3 57933.5 0.0062 0.2945 ATLAS Normal

SN 2017fgc NGC 0474 57961.3 2.1 57959.2 0.008 0.0961 ATLAS Normal

SN 2017gah NGC 7187 57982.3 -2.7 57985.0 0.0089 0.0961 ATLAS Normal

SN 2017guh ESO 486-G 019 58021.3 -1.9 58023.2 0.015 0.0992 ATLAS Normal

SN 2017fzw NGC 2217 57983.4 -3.6 57987.0 0.0054 0.1178 LCOGT South Africa Normal

SN 2017gvp UGC 12739 58026.1 -2.8 58028.9 0.023 0.0837 ATLAS Normal

SN 2016hvl UGC 03524 57702.3 -7.8 57710.1 0.013 1.1997 ATLAS 91T-like

SN 2016ipf CGCG 031-049 57725.3 -3.1 57728.4 0.021 0.0775 ATLAS Normal

SN 2017azw ESO 015-G010 57816.0 1.0 57815.0 0.016 0.0496 LCOGT South Africa Normal

SN 2017awz CGCG 125-030 57816.2 4.0 57812.2 0.022 0.062 ATLAS 91T-like/Normal

SN 2017hm MCG -02-30-003 57775.3 2.9 57772.4 0.0213 0.1147 ATLAS Normal

SN 2017hn UGC 08204 57773.3 2.4 57770.9 0.0238 0.0899 ATLAS 91T-like/Normal

SN 2017yv ESO 275-G 018 57797.2 2.8 57794.4 0.0156 0.2294 ATLAS Normal

SN 2017bkc 2MASX J17503055-0148023 57816.4 5.4 57811.0 0.0174 1.1377 ATLAS Normal

SN 2017cbv NGC 5643 57837.2 -2.8 57840.0 0.004 0.173 LCOGT South Africa Normal

a: Taken from Maguire et al. 2013, b: The total extinction values AV of the objects, taken from

NASA/IPAC Extragalactic Database (NED)

2.2 Spectroscopy

As discussed in Chapter 1.5, there are many di�culties to observing the possible He

I features in the NIR region of spectra. To combat these e↵ects, an instrument with

good resolution in the NIR is required. The X-Shooter echelle spectograph on the Very

Large Telescope (VLT) in Paranal, Chile covers a wide range of wavelengths, from

⇠ 3000 Å to ⇠ 24000 Å and has intermediate resolution (Vernet et al. 2011), making

it a good candidate for this kind of investigation. The narrowest slit widths were used
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to achieve resolutions of ⇠ 9700, ⇠ 18400 and ⇠ 11600 for the ultraviolet-blue (UVB),

visible-red (VIS) and near-infrared (NIR) arms respectively. The sample of object

spectra presented in this paper were taken with X-Shooter, covering the regions where

both the He I 10380 Å and 2mm lines appear and I reduced the data using the public

X-Shooter Reflex pipeline (Freudling et al. 2013, Modigliani et al. 2014).

This pipeline fully reduces the spectral orders from the three arms on the X-Shooter

instrument into a merged and calibrated one-dimensional spectrum of the object. The

spectra from the three arms are treated separately until all the spectroscopic and

photometric corrections (discussed in following chapters) are carried out and then the

three arms are joined together to make a single spectrum for the object.

Following the spectral reduction with the pipeline, I used another program, Molecfit

(Noll et al. 2013, Smette et al. 2015, Kimeswenger et al. 2017), to remove telluric

features from the spectra. This program calculates a best fit model of the spectrum

over a set of given wavelength ranges where telluric features occur (in this case, caused

by the molecules H2O, CO2, CO, CH4 and O2) and uses this to remove such features

from the full spectrum. This fit was carried out for the visible and near-infrared spectra

for each object. The program did not apply any visible changes to the ultraviolet

spectra as tellurics have very little e↵ect in this spectral region and so Molecfit was not

used on the UVB spectra. An example of a Molecfit fit spectrum is shown in Figure 2.
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Figure 2: Uncorrected visible spectrum for SN 2012cg (orange) compared to the Molecfit corrected

spectrum (blue).

Molecfit was able to fit all of the objects in this sample to some degree. It had a high

success rate in the visible range of the spectrum and was able to fit all of the objects in

this region. It had a slightly lower success rate in the NIR region, usually making very

little change to the spectra unless the spectra were from nearby objects (i.e. bright)

and had very little intrinsic noise, for example, SN 2012cg and SN 2017cbv. Three

objects were not able to be fit in the NIR region with Molecfit. These were PTF12iiq,

SN 2012et and PTF12jgb. The raw versions of the NIR spectra had to be used for

these objects as Molecfit vastly worsened the quality of these spectra when trying to

fit them. Overall, Molecfit was useful for cleaning the spectra of tellurics but was less

successful on noisier spectra. Many of the spectra still retained some traces of tellurics

in certain regions even after having been cleaned with Molecfit, for example, the O I

7773 Å feature (see Chapter 3.3) which made fitting of certain features di�cult.

2.3 Photometry

Observed photometry was taken from a variety of sources for the SNe Ia in this sample:

(i) the Palomar 48 inch (P48) telescope at PTF (Palomar Transient Factory), (ii) the 40

arcsec ESO Schmidt Telescope at LSQ (La Silla Quest), (iii) the 1m SWOPE telescope

at Las Campanas observatory, (iv) the 2m Liverpool Telescope (LT), (v) the Faulkes
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Telescope North (FTN) at Haleakala Observatory, part of the Las Cumbres Observatory

Global Telescope (LCOGT) and (vi) the LCOGT 1m telescope array in Chile and vii)

the LCOGT 1m array in Sutherland, South Africa. Two of the SNe Ia in the sample

had poor or no photometric data and so light curves from the literature were used

instead (SN 2012cg; Vinkó et al. 2018, SN 2012et; Amanullah et al. 2015). The sources

for each of the SNe Ia light curves are shown in Table 1.

The PTF data was taken in the R band and reduced with the Infrared Processing

and Analysis Centre (IPAC) Pipeline (see Maguire et al. 2013 and references within).

The LSQ data was taken in the wide ‘g+r’ filter and the SWOPE data was taken

by the Carnegie Supernova Project II (CSP) in the natural system BVr filters. The

LT data was taken in the gri filters by RATCam and Infrared-Optical:Optical (IO:O)

optical imagers. The FTN data was taken with the Spectral Optical Imager in gri

filters and the LCOGT data was taken in the Johnson-Cousins UBVR and ‘SDSS-like’

gri filters. For SN 2012cg, the data in Vinkó et al. 2018 was obtained from Konkoly

Observatory, Hungary. The data at Konkoly was obtained in the Bessell BVRI filters

using the 0.6m Schmidt telescope. For SN 2012et, the data from Amanullah et al.

2015 was taken from the Hubble Space Telescope (HST) with the Wide-Field Camera

3 (WFC3) in the UVIS (F225W, F275W and F336W passbands) and IR channels

(F125W and F160W passbands) and ground-based observations were taken by the

Nordic Optical Telescope (NOT) with the Andalucia Faint Object Spectrograph and

Camera (ALFOSC) in U (#7), B (#74), V (#75), R (#76), i (#12) filters.

I fit the light curves for all 33 SNe Ia using a Python function curve fit (curve fit 2018),

which calculates the best non-linear least squares fit between a given model and the

data and fits this curve to the data. Low order polynomials were used to estimate the

magnitude of the photometry on the night the spectra were taken. These magnitudes

were converted into flux densities using another Python package pyphot (Fouesneau et

al. 2018). This package calculates the total flux that should be received through a given

filter when given the AB or Vega magnitude of the object. The converted flux densities

were then used to correct the observed flux of the spectra for losses through each filter

(ignoring any i filters due to the di↵erent evolutionary shape of the light curves in

this filter) by averaging the scale factors of the total flux in each filter calculated with

pyphot to the measured flux through each filter and using this average scale factor to

correct the entire spectrum. This worked well for the majority of the objects, except

for SN 2012et and SN 2012cg which both had poor quality light curves. For these
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objects, raw data was taken from the literature instead (Amanullah et al. 2015 and

Vinkó et al. 2018 respectively) so that this method could also be tested on these two

objects. When this was done, both agreed very well with the results in the papers,

suggesting that this method worked well to correct the flux of the objects.

2.4 Extinction Corrections

I also corrected the spectra for extinction due to dust in the Milky Way. Dust scat-

ters shorter wavelength light (i.e. towards the blue/UV) more than it scatters longer

wavelength (red) light. This means that any dust present between the observer and

the object can reduce the amount of blue light received and, by comparison, make the

object appear redder than it really is. This process is known as ‘extinction’ or ‘red-

dening’. Any contribution from the host galaxy to extinction has not been corrected

for as this is unknown for most of the SNe Ia.

The extinction is corrected for with the equation

RV = AV/E(B – V) (1)

where RV is the ratio of selective to total extinction along the line of sight, AV is

the total extinction and E(B – V) is the colour excess of the object. The AV values

shown in Table 1 for each of the objects were obtained from NASA/IPAC Extragalactic

Database (NED). For most of the SNe, it was assumed that RV = 3.1 as this is a typical

value for the Milky Way (see, for example, Mandel et al. 2009, Marion et al. 2015),

except for SN 2012et and SN 2017cbv which were reported to have lower RV of 1.70

and 1.16 respectively (Amanullah et al. 2015, Sand et al. 2018).

There are many di↵erent models for the extinction correction, as it is not known exactly

how the dust a↵ects the spectrum at all wavelengths. Two of the most commonly used

models are the Fitzpatrick (Fitzpatrick 1999) and the Cardelli, Clayton & Mathis

(CCM; Cardelli et al. 1989) models. In this thesis, the CCM model was used.

The correction was calculated and applied with a Python package called extinction

(Barbary 2016). The function calculates the extinction in magnitudes over a given

wavelength range for given values of AV and RV and then applies these values to the

given fluxes in the same wavelength range to produce new dust-corrected flux values.
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2.5 Final Corrections

I joined the corrected spectra from the three separate arms of the X-Shooter instrument

at this point into a single spectrum for each object, ranging from wavelengths in the UV

through to the near-infrared (⇠2970-24500 Å). As the recorded fluxes of the objects

showed variations between di↵erent arms of ⇠ 30% (this increased to ⇠ 60% in

very noisy spectra such as PTF12iiq and SN2012et), the UVB and NIR fluxes were

scaled down to match the VIS flux. This was done by calculating the average scale

factor over a spectral region where the two spectra showed similar shapes (5540-5600

Å for the UVB/VIS crossover and 10090-10150 Å for VIS/NIR) and using this to scale

the entire spectrum from one arm (i.e. UVB) to match the visible spectra.

The spectra were corrected for redshift using the values in Table 1, which were obtained

from NED. The values were verified using classification spectra from the Weizmann

Interactive Supernova Data Repository (WISeREP; Yaron et al. 2012).

The spectra were then smoothed with a function that carries out a boxcar average

to remove noise from the data which helped to further reduce any contribution from

telluric lines that Molecfit was not able to remove.
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Chapter 3: Velocity Fitting

Estimates of spectral line velocities are extremely useful for a study of this nature.

There are two other spectral lines which can appear in the same NIR region of the

spectra as the predicted He I 10830 Å line; Mg II 10927 Å and C I 10693 Å. These can

either cause features in this region to be misidentified or they can cause line blending

and may ‘hide’ the helium feature. To counteract this, the velocities of known spectral

features were measured to build up an idea of where lines were forming in the ejecta.

In cases where spectral features could not be measured directly e.g. carbon, limits were

placed on the velocity of this feature using the velocities of spectra which showed it.

3.1 Silicon II Velocities

The velocities were measured using the multiple Gaussian method discussed in Chil-

dress et al. 2013a and Maguire et al. 2014. A pseudo-continuum is defined visually

by applying a linear fit between two user-defined regions either side of the feature to

be measured. The spectral feature is then normalised to this pseudo-continuum. The

wavelengths are transformed into velocity space using the relativistic Doppler formula

(Equation 2) before the Gaussian fitting was performed to the spectral feature;

l = l0

q
1 + v

cq
1 – v

c

(2)

where l is the observed wavelength, l0 is the rest wavelength, v is the measured velocity

of the feature and c is the speed of light.

The feature was fitted with Gaussians as described below and then the start and end

points of the pseudo-continuum were shifted by 0.2 Å within the user-defined regions,

and the feature was normalised to this new continuum and fitted again. This was

carried out over a region of at least 10 Å for each spectra and then the results of the

fits were averaged to produce the final fits, shown in, for example, Figure 3. This meant

that at least 50 runs, though usually � 100 because the user defined region was usually

around ⇠ 20 Å, were averaged to create each fit. This in turn meant that, particularly

in noisier spectra when artefacts or tellurics could not be entirely removed from either

side of the feature to be fitted, noise did not have an adverse e↵ect on the fit as it was

averaged out to produce the final model. It also meant that the user definition of the

pseudo-continuum had much less of an e↵ect on the final results than if the user had
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simply chosen a single start and end point to define the continuum.

A double Gaussian model was used to fit the photospheric velocity Si II feature (PVF)

to account for the two silicon lines (Si II 6347.11 & 6371.37 Å). Some other studies

have only used one Gaussian in this fit as the data is not of high enough resolution

to require both lines. Some preliminary tests were carried out comparing the single

and double Gaussian method for this sample. It was found that the velocities varied

by approximately 1000 km s–1 when using a double Gaussian compared to the single.

For the purposes of this investigation, it was decided that the double Gaussian model

would be used as the spectra are of high enough resolution and signal-to-noise ratio

(S/N) to require both lines and the velocities given out by this method are consistent

with values in the literature.

Following Childress et al. 2013a and Maguire et al. 2014, the widths of both PVF Si II

lines were made to be equal and the relative velocity di↵erence between the two lines

was fixed throughout the fit (i.e. the distance between them was constant).

Initially, the lines were made to have the same amplitudes, as in the previously men-

tioned papers. However, there is still debate as to whether the ejecta from the SNe

is in the optically thick or optically thin regime at this point in time. Maguire et al.

2014, Childress et al. 2014 and Pan et al. 2015 assume an optically thick regime but

Silverman et al. 2015 assume optically thin and report little di↵erence in the final re-

sults. Which regime the SNe is in determines whether the lines should be saturated

or not and whether they should be assumed to have the same amplitudes (optically

thick) or allowed variance in their strengths (optically thin).

Both options were tested in this investigation. Relative line strengths were taken from

atomic data measured by the National Institute of Standards and Technology (NIST;

Kramida et al. 2018) and were used to vary the amplitudes of the lines relative to each

other to assume the optically thin regime. For the optically thick regime, they were

forced to have the same amplitudes when being fitted.

Both methods gave very consistent velocity measurements for the Si II 6355 Å lines,

with < 100 km s–1 di↵erence in the final values, which is in line with what was found by

Silverman et al. 2015, but allowing the variance in the strengths was found to produce

better fits for more complicated features, such as the Ca II NIR triplet (discussed in

Chapter 3.2), which contains many lines that get blended. Therefore, it was assumed

that the ejecta is in the optically thin regime throughout and the line strengths were

varied in all fits for all features to ensure consistency in the recovered velocities, which
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di↵ers from the investigations of Childress et al. 2013a and Maguire et al. 2014. This

model is shown in the left panel of Figure 3.

Figure 3: Example of Silicon 6355 Å fits. The dashed lines represent di↵erent lines included in the

fit (blue and red; PVF Silicon, black; Carbon, green and purple; HVF Silicon). The solid black line

represents the combined fit. The left panel shows the fit for PVF Si II only. The middle panel shows

PVF Si II + C II. The right panel shows PVF + HVF Si II (right and left respectively).

Two variations of the simple Si model described above were also employed. The first

was to allow for the possibility of C II 6580 Å, which is shown in the middle panel

of Figure 3. This feature can either appear blended into the Si II 6355 Å as in this

example, or can appear separately to the right of this feature, if the carbon velocity

is lower, as shown in the middle panel of Figure 4 below. It has been found that

approximately 30% of pre-maximum SNe Ia spectra contain optical carbon features

(Parrent et al. 2014, Hsiao et al. 2015) and hence, this option was included as a model.
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Figure 4: Example of Si II 6355 Å fits with C II 6580 Å exterior to the Si II feature for SN 2012ht.

The dashed lines represent di↵erent lines included in the fit (blue and red; PVF Silicon, black; Carbon,

green and purple; HVF Silicon). The solid black line represents the combined fit. The left panel shows

the fit for PVF Si II only. The middle panel shows PVF Si II + C II. The right panel shows PVF +

HVF Si II (right and left respectively).

The amplitude and width of the carbon feature were initially unconstrained, however,

this led to the Si II 6355 Å feature of many of the SNe to be fit almost entirely by

carbon, rather than silicon, which is incorrect. To remedy this, the amplitude and

width were constrained, based on the values found when fitting the carbon feature to

SN 2012cg, which had a reasonably small contribution from carbon in the feature but

produced a better fit than silicon alone. The size of this feature is consistent with the

size of the feature in the few SNe which have been claimed to contain carbon features

in their spectra. Running the models again with these constraints in place allowed

all of the features to be fit mostly by silicon and still allowed a handful of objects to

have a carbon feature blended into the silicon feature. A few other objects had carbon

features which were visibly separate to the silicon in the spectra at lower velocities,

as previously mentioned. An example of this can be seen in Figure 4, compared to

Figure 3 where the carbon is not a separate feature.

The second variation of the simple silicon model was to include the possibility of

high velocity silicon features (HVF) which were blended into the feature. These are

detached features which are separate to the PVF silicon and are usually found in very

early spectra (for example, Marion et al. 2013, Barna et al. 2016). As with the PVF
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silicon, the HVF features were also fitted with two Gaussians, which were made to have

the same width. The Gaussians had di↵erent amplitudes based on their relative line

strengths and the distance between the two lines were fixed.

To be recognised as a separate feature from the PVF silicon, it was decided that the

HVF had to have velocities which were � 5000 km s–1 higher than the PVF velocity.

There is no defined value in the literature to separate these features so this one is

arbitrary but is based on the high velocity Ca II features that have previously been

studied. For values lower than this, the HVF and PVF Gaussians were visibly blended.

There were a few SNe which had better fits when the HVF was included than PVF

alone and all of these had separations of above 5000 km s–1 and so this was chosen

as the separation value. An example of all of these models is shown in Figure 3: the

left panel shows the model with only the two PVF Si II lines (red and blue dashed

lines). The middle panel shows the fit which includes the PVF Si II and C II 6580 Å

(black dashed line). The right panel shows the fit with both PVF & HVF Si II (green

and purple dashed lines). The Si + C model was chosen as the best fit model for SN

2012cg by an information criterion (see Chapter 3.4). The width and amplitude of this

feature was then used to constrain the C II contribution in the rest of the SNe within

this sample to avoid over-fitting by C II, as mentioned previously.

All of the transformations and fitting methods described in this and following chapters

were carried out with a new spectral fitting code, written specifically for this thesis.

It was decided that writing new code to carry out these fits was important due the

uncertainty of whether the ejecta is in the optically thick or optically thin regime and

also due to the uncertainty of which elements contribute to these features (particularly

in the calcium and oxygen features). It was important to have a code which could test

all of these di↵erences to get a better understanding of how to fit these features, rather

than making assumptions on how to fit them beforehand and so this new code was

written to test all of the possibilities.

3.2 Calcium II Velocities

Several other prominent features were also fitted using this multiple Gaussian method.

The Ca II NIR triplet, which consists of the 8498 Å, 8542 Å & 8662 Å lines, was fitted

rather than the Ca II H&K lines. The H&K lines appear around ⇠ 3700 Å, in the UV

part of the spectrum. This area is dominated by iron-group elements (IGEs), which
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create many lines and make it di�cult to distinguish what each feature is comprised

of, as many will have IGE lines blended in (Childress et al. 2013a, Zhao et al. 2015). In

contrast, the NIR region has much fewer contaminants and should therefore be easier

to fit, which in turn should provide more accurate velocities. Hence this region was

chosen over the Ca II H&K region to estimate calcium velocities.

The NIR feature was fit with 6 Gaussians, 3 for PVF Ca II and 3 for the HVF. Unlike

with the Si II, all of the NIR features were fitted with separate HVF as in the literature

(see, for example, Maguire et al. 2014, Zhao et al. 2015, Barna et al. 2016). This is

because the features were clearly separated and always by � 5000km s–1. As before,

the 3 PVF features were required to have the same width, the relative velocity distances

between the three lines were fixed throughout and the feature amplitudes were varied

using the relative line strengths from NIST. This is shown in the middle panel of

Figure 5, with the PVF & HVF Ca II shown as red and blue dashed lines, respectively.

Figure 5: Example of Calcium NIR fits for SN 2012cg. The dashed lines represent di↵erent lines

included in the fit (blue; HVF Calcium, red; PVF Calcium, green; Oxygen, purple; unidentified). The

solid black line represents the combined fit. The left panel shows the fit for PVF (right) + HVF (left)

Ca II + O I (smaller feature to the left). The middle panel shows PVF (right) + HVF (left) Ca

II. The right panel shows PVF (right) + HVF (left) Ca II + O I (smaller feature to the left) + an

unidentified feature (smallest feature to the right).

A second model was used which included 7 Gaussian features; the 6 Ca II lines and

one for O I 8446 Å (see Figure 4 of Folatelli et al. 2012 and Figures 1 and 2 of Barna

et al. 2016). The oxygen feature had a much smaller amplitude than the calcium which

meant that its position in some fits was incredibly variable, depending on the initial

position used. Therefore, oxygen was only included in the fit if the initial position of
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the feature could be moved by � 1000 km s–1 without moving the final position of

the oxygen and this still allowed the HVF and PVF Ca II features to be separated by

� 5000km s–1, regardless of whether it produced a better fit with the oxygen included.

This fit is shown in the left panel of Figure 5, with the O I 8446 Å line shown as a

green dashed line.

A few of the models required 8 Gaussians to perform a good fit to the feature; 6 Ca II,

1 O I and an unknown spectral feature. There is no mention in the literature of another

feature other than calcium and oxygen appearing in this region. However, a handful of

the SNe in this sample show a preference for this model over the Ca and O model (the

method used to determine the ‘best fit’ model is discussed later in Chapter 3.4). The

reason this other feature is not mentioned in the literature may be for three reasons;

the first is that the quality of the spectra used in this sample is high and this may be

the first time that this feature has been distinguishable from the other features in this

region. The second is that in many studies, a single Gaussian is fit for the PVF Ca and

another for the HVF Ca. This gives good estimates of the Ca velocity and so many

previous investigations have used this method, which would negate any contribution

from other much smaller features, meaning that perhaps this feature does appear in

other data but has been overlooked. The third is that these handful of SNe which

require the eighth Gaussian may be peculiar events, for example, perhaps there was

more internal mixing within the progenitors of these SNe which led to di↵erent line

forming regions within the ejecta from ‘normal’ SNe Ia, creating this feature which

usually does not appear in the spectra. An example of these models is shown in the

right panel of Figure 5 with the unknown feature plotted as a purple dashed line.

3.3 Comparison Oxygen I Velocities

The O I 7773 Å feature was also fitted to compare to the oxygen velocities obtained

from the Ca NIR feature and to measure a velocity for Mg II 7890 Å as Mg II 10920 Å

is a possible contaminant of the He II 10830 Å feature (Boyle et al. 2017). This feature

appears to give more consistent velocities for the oxygen than those measured from the

Ca NIR triplet. This is most likely due to the amplitudes of the respective features;

in the Ca NIR triplet, the calcium dominates the fit as it has much larger widths and

amplitudes than the O I. This means that the oxygen could be forced into being a

narrower, shallower feature in the fit by the calcium, which in turn allows the fit more
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freedom to position the oxygen. Even for the SNe which showed little to no variation in

the final position of the O I, the O I could be consistently fitted to the wrong place in

the spectrum because the feature is so small in comparison to the calcium, giving either

much higher or much lower velocities than the standard. Contrary to this, the O I 7773

Å line in the feature around ⇠ 7500 Å is the dominant feature and the widths and

amplitudes of the other features in this region are similar to that of the O I, lessening

this e↵ect and giving more consistent results.

This feature was fitted with one of three models. The first model was used for spectra

which were particularly a↵ected by the strong telluric absorption in this region. It

contained only 1 Gaussian to fit the feature, assumed to be O I. Any feature which was

fit with this model was used to calculate limits on the oxygen velocity, rather than an

estimate of the oxygen velocity. The second model had 2 Gaussians; one for a PVF of

O I and one for Mg II. The last model added the option for fitting a HVF O I and had

three Gaussians; the PVF O I, the HVF O I and the Mg II. The HVF was included

as some SNe Ia have been claimed to exhibit high velocity oxygen in this region (Zhao

et al. 2016, Barna et al. 2016). The distinction between the HVF and PVF feature was

relaxed slightly from the  5000km s–1 used in the Si II and Ca II fits to  4500km s–1

for the oxygen fits. This was due to the telluric feature influencing the fits in this

region. For three objects - SN 2013aj, SN 2017gah and SN 2017ejb - this distinction

was not used. This is due to the velocity measurements of these three objects being

used as limits, rather than direct measurements of the velocities. As explained later

in this chapter, these three objects had very wide Mg II features and this forced the

PVF O I velocities to appear higher than they probably are, lessening the distinction

between the HVF and PVF to ⇠ 4000km s–1 for SN 2013aj and SN 2017gah and

to ⇠ 3500km s–1 for SN 2017ejb. As the true PVF O I are probably lower than

the limits provided for these three objects, in these cases only, the smaller separation

between HVF and PVF features was allowed. Figure 6 shows the fits to the O I 7773

Å feature.
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Figure 6: Example of Oxygen 7773 Å fits. The dashed lines represent di↵erent lines included in the

fit (blue; PVF Oxygen, red; HVF Oxygen, green; Magnesium). The solid black line represents the

combined fit. The left panel shows the fit for PVF (middle) + HVF (left) O I + Mg II (right). The

middle panel shows the fit for PVF O I (left) + Mg II (right). The right panel shows the fit with

PVF O I only (the blue dashed line is concurrent with the solid black line) used for features a↵ected

by the strong telluric in this region.

This region proved challenging to fit even in cases when the telluric could mostly be

removed by smoothing. In some cases, the model with HVF oxygen was clearly the

best fit, both visually and according to the information criterion used to determine

the best fit model (see Chapter 3.4), and the fit required 3 Gaussians to fit all of the

bumps in the spectrum. However, the Mg II feature was very wide and this caused

the PVF O I to be narrower and pushed further left (to higher velocities) as shown in

Figure A.1.

In these cases, there appears to be more structure to the feature i.e. extra ‘bumps’

compared to the same feature in other SNe (see Figure 6 as a comparison). This could

be an indicator of other lines in this region which are not included as possibilities in the

fits. Other Gaussians were not included in the models to test this as the literature has

no suggestions of other features ever having been measured in this region, and unlike in

the case with the Ca II fits, the models still fit relatively well without extra components.

This however, leads to an Mg II feature which is wider than those measured in the rest

of the sample and which becomes the main absorption feature in this region. This

seems unlikely, particularly as this feature is meant to be comprised mainly of O I. It

is suggested that if this fit was carried out with the inclusion of an extra component,

this would lower the amplitude of the Mg II and narrow the feature, allowing the O I

to widen and contribute more to the main absorption feature. In doing so, this would
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move the wider peak of the O I component to lower velocities, which would be more

consistent with the rest of the sample. Hence, these values, measured when the O I

was forced to higher velocities by a too-wide Mg II component, were used as upper

limits of the oxygen velocity.

In other cases, the fit could only be carried out with one Gaussian, assumed to be O I

and was poor, meaning these velocities were also only included as limits. This was the

case for SN 2012et, PTF12iiq and LSQ12gdj. An example of the fit for SN 2012et is

shown in Figure A.2. The feature around 7500 Å for these SNe was wide and lacked

the structure that this feature had in the other SNe in the sample (see Figures 6 and

A.1 for comparison). Due to this, it was di�cult to determine whether the feature was

made of a blend of lines or was one broad feature. It is possible to move the oxygen to

higher velocities than this single Gaussian velocity, depending on which of the other

two models are used. In particular, it should be noted that as these three appear to

have a di↵erent structure for this feature compared to the oxygen features of the other

SNe in this sample, there may, for some reason beyond the scope of this thesis, be lines

blended into this feature which do not appear in the rest of the sample. This may mean

that the oxygen could also appear at lower velocities than those measured, making it

impossible to tell whether these three velocities are indeed upper or lower limits.

3.4 Akaike Information Criterion

One way of determining how ‘good’ the fit of a model is to the data is by using an

information criterion. Two of the most popular information criterion in statistics are

the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC).

For this study, the AIC was chosen over the BIC as the AIC has been shown to be

better at choosing a ‘good’ model and minimises the risk of choosing a very bad model

compared to the BIC (Burnham et al. 2002, Burnham et al. 2004, Vrieze 2012), making

it ideal for this investigation.

The AIC, despite minimising the potential of choosing a bad model, has shown a

tendency to over-fit data in smaller samples. To overcome this, a correction term has

been added to the AIC to remove this bias (AICc; Hurvich et al. 1989, Burnham et

al. 2002). The correction term is necessary in this study as the number of models to

compare for the individual SNe is very small (< 4).

The AIC was calculated with a function which takes the data, the model used to fit the
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data and the number of parameters required to create the model as input and uses these

to calculate the ‘goodness’ of the fit. It does this by comparing the information gained

by adding another parameter to the fit with the total number of parameters needed to

make the fit and finds the best balance between these. This function, however, does not

include the option for the AICc and so this extra term was added outside the function.

The AICc scores were used in conjunction with visual inspection of the fits to choose

the best model as in some cases, for example, with the oxygen in the Ca NIR feature,

the AICc might suggest that the fit with oxygen is the best model but when visually

inspected, the oxygen feature might appear at an unphysical velocity and so this fit

would have to be discarded.
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Chapter 4: TARDIS Radiative Transfer Modelling

The next step after the initial velocity analysis was to model the spectra with a ra-

diative transfer code to try and match the estimations and provide further insights

into the data. This chapter discusses TARDIS, the radiative transfer code used in this

investigation and the setup of the models within this code. It is broken down into the

initial model setup, which did not include helium but aimed to provide a base model

for the SNe and the model which included a helium shell on top of the base model.

4.1 TARDIS Spectral Synthesis Code

There are a variety of di↵erent codes available which can be used to model SNe spectra,

from those which take seconds or minutes to run and can be used for quick line identi-

fications (for example, SYNAPPS or SYN++; Thomas et al. 2011) to computationally

expensive codes which give a much deeper insight into the physics of the object, such as

ARTIS (Kromer et al. 2009), SEDONA (Kasen et al. 2006) or more recently, JEKYLL

(Ergon et al. 2018). Which code to use depends largely on the size of the sample to be

tested and on how much information is required to be output from the model.

For this investigation, the spectral synthesis code TARDIS (Temperature and Radia-

tion Di↵usion in Supernova; Kerzendorf et al. 2014) was chosen. TARDIS is much less

computationally expensive than other codes such as ARTIS but also gives more infor-

mation than simple speedy line identifications which codes such as SYN++ produce.

As the sample in this paper is large, computationally expensive models would take too

much time to run for the entire sample. However, as this investigation is into helium

features, it was necessary that the code used could still support the use of non-local

thermodynamic equilibrium (NLTE) physics, which simple codes such as SYN++ do

not. TARDIS was designed specifically for Type Ia SNe, unlike other codes which are

designed for SNe in general and TARDIS also has an option for the required treatment

of helium in its approximation (Kerzendorf et al. 2014, Boyle et al. 2017). For these

reasons, TARDIS was chosen to model the spectra in this sample.

4.1.1 TARDIS Code Description

TARDIS is a 1D radiative transfer code which uses Monte-Carlo (MC) simulations of

r-packets to model spectra, assuming spherical symmetry and homologous expansion
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of the ejecta (Kerzendorf et al. 2014). The code creates a computational zone with an

inner ‘photosphere’, defined by user inputs, which is assumed to emit blackbody radia-

tion. The computational zone is divided into radial shells, each with their own density

and abundance profiles. Indivisible packets of energy which act as photons, called r-

packets, are created and placed at this inner boundary. The packets then move through

the ejecta, either being scattered, absorbed and re-emitted or passed through to the

next grid boundary, as the simulation iterates through improving values of radiation

temperature TR, inner temperature Ti and dilution factor W until convergence or the

number of iterations input by the user is reached. The packets which reach the outer

boundary during this computation are binned and used to produce an output spectrum.

Packets which are scattered back to the inner boundary are assumed to be lost.

TARDIS also has an option for creating a virtual spectrum (Kerzendorf et al. 2014,

Bulla et al. 2015). This is the same as the spectrum created by the propagation of the

r-packets but typically with less MC noise, which is more useful for detecting blended

features or those with much smaller amplitudes e.g. He I. Hence virtual TARDIS

spectra were used throughout to compare to the data from the SNe.

The virtual spectrum is generated using v-packets, which are similar to the r-packets

used to make the model spectrum. When an r-packet is about to change trajectory,

either because it has been injected at the inner boundary, or has been scattered or

re-emitted in one of the shells, the simulation is paused and a number of v-packets

are created and propagated through the ejecta. They have the same properties as

the r-packet which created them and are all assigned a di↵erent trajectory. As the

purpose of the v-packets is to enhance the signal in the spectrum created at the outer

boundary, none of the v-packets are given trajectories which will send them into the

inner boundary. The v-packets are also strictly virtual and as such, do not interact

with the ejecta through absorption or scattering the way the r-packets do. The optical

depth tv of the v-packet along its trajectory is recorded as it reaches the outer boundary

and each v-packet contributes to the luminosity of the frequency bin it is placed in,

weighted by its optical depth (see Equation 21 in Kerzendorf et al. 2014).

TARDIS requires several input parameters to create a model spectrum; the luminosity

at the outer boundary Lo, the time since explosion texp, a set of atomic data and

density and abundance profiles for the ejecta. Several other parameters such as the

treatment of excitation and ionisation can also be altered but for the purposes of

this investigation, only the properties mentioned above were changed from the default
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TARDIS settings. The atomic data used is the same as that of Kerzendorf et al. 2014.

One important di↵erence between the example file which comes with TARDIS and the

files used to run these models is a command called helium treatment. In the example

TARDIS file, helium is not considered as an important feature and hence there is no

helium in the example uniform abundance. This means that there is no requirement

to tell TARDIS how to handle helium as it creates the spectrum. On the other hand,

this is clearly important in an investigation such as this into the possibility of helium

features. For all of the TARDIS models which contained helium (discussed later),

the helium treatment was set to recomb-nlte. This method uses an approximation of

NLTE which saves computational time by not carrying out full NLTE equations but

also provides a deeper insight than simply assuming local thermodynamic equilibrium

(LTE). This is necessary in the treatment of helium as its unique atomic structure

means that it is not as well fitted by the LTE approximation which is used for other

elements in SNe, as shown in Hachinger et al. 2012. The conditions in the ejecta mean

that the lowest excited levels of He I are coupled more strongly to the He II ground state

than the He I ground state. The recomb-nlte approximation takes this into account

and treats the He I ground state as negligible, which is a valid approximation to make

for weeks after maximum light, as shown in Dessart et al. 2015, and the He II excited

state and He III ground state populations are calculated relative to the He II ground

state rather than to the He I ground state (Boyle et al. 2017, Magee et al. 2018).

Most of the He I excited states are treated with a crude NLTE approximation, known

in TARDIS as dilute-LTE (Kerzendorf et al. 2014), except for the two lowest excited

states of He I, which are important in their roles for creating the 10830 Å and 2mm lines,

which include an extra 1
w factor as these are metastable states. All of this allows a

more accurate approximation of how helium should be treated when modelling spectra

without requiring the same amount of time necessary to complete full NLTE equations

(Boyle et al. 2017).

It should be noted that in this implementation of NLTE, TARDIS assumes that the

helium is predominantly singly-ionised. In practise, the position of the helium relative

to the radioactive 56Ni would a↵ect the strength of the helium features but in these

models, it is assumed that the helium is singly-ionised regardless of the relative position

between the two species. In the shell models used in this thesis, it would be expected

that at least some of the helium and the radioactive species would be in similar locations

in the shell, meaning that this is not a bad approximation to make. However, the most
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important thing to note is that even if the helium and 56Ni were located on top of each

other, the TARDIS models will still most likely over-estimate the ionisation state. This

means that regardless of the assumptions made on the position of the helium relative

to radioactive species, the helium features recovered from these models should always

be treated as upper limits.

4.2 Base Model Setup

Initially a uniform abundance profile was used, as this is the simplest approximation

which can be made, alongside both exponential and power law density profiles. All

combinations of these provided reasonable fits to some of the main features, such as

the Si II and Ca II, but did not reproduce other important features, such as O I.

Therefore, I used a custom abundance profile (and hence a custom density profile, as

required by the setup of TARDIS) to test if it made an improvement to the models.

TARDIS takes in custom density profiles as an input parameter. For this study, three

di↵erent density profiles were used. The density profile used for the ‘normal’ luminosity

events in the sample was taken from Mazzali et al. 2014, who used the standard w7

model (Nomoto et al. 1984, Hachinger et al. 2009) for the prototypical ‘normal’ SNe Ia,

SN 2011fe. This profile was used to model these events (not the sub-luminous events)

as the ‘normal’ luminosity SNe most likely occurred around the Chandrasekhar mass

limit and this is one of the common models for events which occur around this limit. A

subluminous density profile was also used to fit the ‘91bg-like’ events. This was taken

from work done on fitting a subluminous event, SN 2005bl, in Heringer et al. 2017

(private communication). This subluminous density profile was altered later to provide

a better match to some of the transitional objects in this investigation, though this

alteration is discussed in Chapter 6.2.1 alongside these peculiar events. A comparison

of these density profiles is shown in Figure 7, with the altered subluminous density

profile shown here in orange for comparison.
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Figure 7: Comparison of w7 density profile used for normal luminosity SNe Ia from Mazzali et al.

2014 (green: top), the density profile for SN 2005bl from Heringer et al. 2017 (blue: bottom) and

the altered density profile used to model the subluminous SNe in this investigation, based on 2005bl

model from Heringer et al. 2017 (orange: middle).

TARDIS also accepts custom abundance profiles as input and in fact, if a custom

density profile is used, a custom abundance profile then becomes a requirement of the

code, rather than an optional input. Again, two abundance profiles were used; one for

‘normal’ events and one for subluminous events. These were both taken from Table 2

in Heringer et al. 2017 and were used as base models to test a range of luminosity and

texp values to find a set of good matches for each SNe.

For this part of the parameter space study, the spectrum was initially treated as a

black-body. The main concern was that the absolute flux of the model spectrum

matched that of the real data in the optical region, around 3500 – 5500 Å. This region

was chosen over the rest of the spectrum as most of the flux shows up in the optical

around maximum light and TARDIS also had di�culties matching the NIR flux level,

meaning that this region is less reliable an indicator of luminosity and texp than the

optical.

The user can control the level of flux contributing to the final spectrum by altering the

given luminosity and time since explosion in the TARDIS models. As expected, flux
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increases as the given luminosity increases. texp has a slightly di↵erent e↵ect on the

flux levels. It controls the region where most of the flux can get through the ejecta to be

observed, controlling the shape of the spectrum, rather than the amplitude. Up to and

around maximum light (about ⇠ 19 days after explosion for a normal SNe Ia), the flux

mainly shows in the optical region around 3500– 5500 Å. After maximum light, optical

flux begins to decrease again in this region as texp increases, as the nickel powering the

flux output continues to decay and the peak moves further into the optical region of

the spectrum (i.e. > 5500 Å). Thus, to ensure a good match to the amplitude of the

optical peak, a wide range of explosion times (7  texp  30 days) and luminosities

(8.8  Lo  9.6 log(L�) ) that covered the usual parameter space for normal and

subluminous SNe were tested.

The luminosities were changed in steps of 0.1 log(L�). The full range of explosion

times, increasing in steps of 1 day, were also tested for each given luminosity step i.e.

for Lo = 8.8, texp was 7 days, then 8 days etc. until 30 days and then Lo was changed

to 8.9 and the sequence was carried out again. All of these combinations were used as

input for TARDIS, whilst keeping the same density and abundance profiles mentioned

above and the models were then compared to the data to find a range of values which

gave a good match to the amplitude of the optical region of the spectrum.

A ‘good’ match was determined by means of residuals between the model and the data

in the optical in the range of 3750–5750 Å. An arbitrary limit was implemented so that

only models with residuals less than 3⇥ 1042 erg s–1 were defined as ‘good’ (⇠ 30% of

the peak luminosity).

After a rough range of explosion times and luminosities to use in the models had been

determined, the abundance profile was altered from that of Heringer et al. 2017 to

try and match features in the spectra. The base abundances of all the elements were

determined by running the TARDIS model and plotting the result against the spectral

data. Abundances were adjusted according to the strength and position of the features

in the model. If a feature was too strong, the abundances were lowered and vice versa.

If it appeared shifted from the feature in the spectrum, the abundances were moved to

di↵erent velocity shells to match the data.

Due to the nature of the TARDIS models, the model parameters returned from this

type of investigation will generally not be unique. For example, it may be found that

a certain temperature and silicon abundance gives a good fit but that reducing the

temperature and increasing the silicon abundance also produces a similar fit and this
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makes uncertainties in the model parameters very di�cult to quantify. However, this

does not mean that these models are entirely unhelpful or inaccurate. The abundances

and temperatures used in the model are based on explosion models and nucleosynthesis

so that the models have a reasonable degree of accuracy. The main advantage of using

these kinds of models is that limits can be put on certain features or features can be

excluded to stop the models becoming unrealistic so that when a good model is chosen,

despite the lack of calculable uncertainties, it can be fairly certain that the model is

still a reasonable estimate of what could be happening in nature.

The new abundances plus the helium abundances are shown in Table 2, after the

discussion of adding helium to these base models. These are the abundances used for

the rest of this investigation.

4.3 Adding Helium Shells

To simulate a thin helium shell on top of the base models, the helium abundance of

the outer layers of the ejecta (i.e. the highest velocity regions) was increased so that

these outer layers were comprised almost entirely of helium (⇠ 99% He). These values

were arbitrarily chosen (TARDIS automatically scales abundances so that the total

abundance in a shell is equal to 1) and confined to a thin shell, spanning a velocity

range ⇠ 16966 – 27000 km s–1. Table 2 shows these initial values, which are essentially

ratios of elements within each of the velocity shells of the TARDIS models. Changing

these values does not a↵ect the mass of the shell but alters the percentage of the shell

which is made of certain elements. The values shown in Table 2 were altered throughout

to increase the number of shells which contained helium, for example, to move from the

6 shell model which is shown in the table to the 7 shell model, the helium abundance

in the 7th row from the bottom of the table was changed from 0 to 0.9897.

The thickness of the helium shell is also rather uncertain. Whilst most models are

focused on thin helium shells, as these are thought to produce features most similar to

the ‘normal’ category of SNe Ia (e.g. Boyle et al. 2017, Polin et al. 2019), there are

also cases where a thick helium shell might be appropriate, such as SN 2018byg, which

is claimed to have been caused by the explosion of a ⇠ 0.75M� WD with a ⇠ 0.15M�

helium shell (De et al. 2019). Another possible detection of a SNe Ia with a helium

shell in literature is SN 2016jhr (Jiang et al. 2017). This event was claimed to have

been caused by a much thinner helium shell of ⇠ 0.054M� on a larger WD of 1.03M�.
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At the time of writing, these are the two most promising candidates for helium shell

explosions. Another recent SNe Ia, SN 2019yvq, was also modelled with a 0.04M�

helium shell on a 0.92M� WD (Miller et al. 2020). This was reported as the best

helium shell model for this event and reproduced several of the features of this peculiar

event, such as the optical flash and rZTF colour evolution but failed to reproduce others,

such as the gZTF and iZTF band evolution and the spectra of the object, making it

uncertain whether this event could be explained as a helium-shell detonation.

All of the helium shell masses mentioned above for SN 2018byg, SN 2016jhr and SN

2019yvq are pre-burning helium shell masses. This means that post-explosion, there

will likely be less helium left than the amounts mentioned here as the explosion will

burn some of the helium into by-products. Therefore, these values represent an upper

limit for the amount of helium left in the ejecta after explosion.

As there is a large variance in the helium shell masses of these events, a number of

di↵erent shell thicknesses also had to be tested. However, in TARDIS, the mass of

the helium shell that can be measured is the post-explosion mass, not the pre-burning

mass. This means that comparison between the events from the literature and events

modelled with TARDIS in this thesis is not direct, as previously mentioned, the helium

shell masses in the literature are essentially upper limits of the post-burning mass

whereas the values from TARDIS are the post-burning masses from the models used.

Helium shells which left post-burning helium masses in the range of 0.0014 - 0.1651

M� were used to see how the e↵ects of this compared to the spectra. This is a wider

range than that tested in Boyle et al. 2017 and Fink et al. 2010, which is one of the

papers the work of Boyle et al. 2017 is based upon. The reasons for this are discussed

along with the results in Chapter 6.2.2.

The mass of these initial helium shells were then increased and decreased by 10%,

20%, 40%, 50%, 80%, 85%, 90% and 95% whilst maintaining the same ratio of helium

to other elements in the shell (i.e. 99% as shown in Table 2). There were two extra

models which were increased by 100% and 200% but these were not mirrored in the

decreasing models because -200% gives a negative He abundance, which is not physical

and -100% gives a He abundance of 0, which, while physical, will not run in TARDIS

while the helium treatment is switched to recomb-nlte as there is no helium to treat.
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Velocity (kms–1) He O Mg Si S Ca Ti Cr Fe Ni

6895 - 7000 0.0000 0.0000 0.0000 0.3334 0.0000 0.0167 0.0008 0.0008 0.1250 0.5233

7000 - 7183 0.0000 0.0000 0.0000 0.3135 0.0000 0.0209 0.0052 0.0052 0.0005 0.6546

7183 - 7377 0.0000 0.0000 0.0000 0.2751 0.0000 0.0254 0.0064 0.0064 0.0006 0.6861

7377 - 7581 0.0000 0.0865 0.0000 0.2824 0.0000 0.0247 0.0062 0.0062 0.0006 0.5933

7581 - 7796 0.0000 0.1863 0.0000 0.2311 0.0000 0.0233 0.0058 0.0058 0.0006 0.5355

7796 - 8024 0.0000 0.1907 0.0000 0.5703 0.0116 0.0238 0.0060 0.0060 0.0006 0.1907

8024 - 8266 0.0000 0.1855 0.0272 0.5548 0.0119 0.0232 0.0058 0.0058 0.0006 0.1855

8266 - 8523 0.0000 0.1828 0.0416 0.5466 0.0116 0.0228 0.0057 0.0057 0.0006 0.1828

8523 - 8797 0.0000 0.2206 0.0399 0.5914 0.0114 0.0210 0.0053 0.0053 0.0063 0.1050

8797 - 9089 0.0000 0.2206 0.0399 0.5914 0.0053 0.0210 0.0053 0.0053 0.0063 0.1050

9089 - 9400 0.0000 0.3656 0.0396 0.4583 0.0053 0.0208 0.0031 0.0031 0.0625 0.0417

9400 - 9734 0.0000 0.3656 0.0396 0.4583 0.0052 0.0208 0.0031 0.0031 0.0625 0.0417

9734 - 10092 0.0000 0.3656 0.0396 0.4583 0.0052 0.0208 0.0031 0.0031 0.0625 0.0417

10092 - 10478 0.0000 0.7255 0.0392 0.2064 0.0052 0.0206 0.0005 0.0005 0.0010 0.0010

10478 - 10894 0.0000 0.7255 0.0392 0.2064 0.0052 0.0206 0.0005 0.0005 0.0010 0.0010

10894 - 11346 0.0000 0.7255 0.0392 0.2064 0.0052 0.0206 0.0005 0.0005 0.0010 0.0010

11346 - 11836 0.0000 0.7255 0.0392 0.2064 0.0052 0.0206 0.0005 0.0005 0.0010 0.0010

11836 - 12370 0.0000 0.7255 0.0392 0.2064 0.0052 0.0206 0.0005 0.0005 0.0010 0.0010

12370 - 12955 0.0000 0.8741 0.0437 0.0690 0.0052 0.0115 0.0000 0.0000 0.0006 0.0011

12955 - 13598 0.0000 0.4227 0.0211 0.0334 0.0000 0.0056 0.0000 0.0000 0.0003 0.0006

13598 - 14308 0.0000 0.4227 0.0211 0.0334 0.0000 0.0056 0.0000 0.0000 0.0003 0.0006

14308 - 15096 0.0000 0.4270 0.0113 0.0337 0.0000 0.0056 0.0000 0.0000 0.0003 0.0006

15096 - 15976 0.0000 0.4270 0.0113 0.0337 0.0000 0.0056 0.0000 0.0000 0.0003 0.0006

15976 - 16966 0.0000 0.4270 0.0113 0.0337 0.0000 0.0056 0.0000 0.0000 0.0003 0.0006

16966 - 18086 0.9897 0.0000 0.0102 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

18086 - 19366 0.9897 0.0000 0.0102 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

19366 - 20840 0.9897 0.0000 0.0102 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

20840 - 22558 0.9897 0.0000 0.0102 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

22558 - 24585 0.9897 0.0000 0.0102 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

24585 - 27014 0.9897 0.0000 0.0102 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001 0.0000

Table 2: Abundance profile used in TARDIS models for SN 2017gah and SN 2017ejb, adjusted from

Table 2 of Heringer et al. 2017. Any of the first 30 elements in the periodic table not mentioned here

are assumed to have abundances of 0 at all points in the ejecta. Note, the values in this table are

percentages, not the raw abundance values used. The values shown in this table are also adjusted

later to include helium over a wider velocity range.

Chapter 5: Sample Analysis

This chapter aims to put the sample used in this analysis into context by comparing it

to a wider range of SNe Ia from the literature (PTF sample from Maguire et al. 2014).

A few of the most important properties of the light curves, such as the light curve
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stretch, and other properties, such as spectral populations and host galaxy redshift are

included in this comparison. Figures 8 and 9 show the stretch and redshift distributions

of the sample. Stretch is a parameter which measures the width of the SNe light curve.

Some SNe in this sample do not have a measured stretch value due to poor quality light

curves. In both figures, the bins which contain the nine SNe with a feature in the NIR

region (see section 6.1) around ⇠ 10250 Å are marked with black dashed lines. Two of

these nine which may have possible He I detections, SN 2017gah and SN 2017ejb, are

marked in Figure 9. SN 2017gah is also marked in Figure 8 but SN 2017ejb is not as

there is no stretch measurement for this event.

Figure 8: Histogram of light curve parameter stretch of the sample presented in this paper (blue)

compared to the PTF sample from Maguire et al. 2014 (pink). The black dashed lines represent the

9 SNe with features around ⇠ 10250 Å. SN 2017gah, a SNe with possible He I 10830 Å is marked on.

SN 2017ejb, the other event with a possible He I detection, has no stretch value.

There appears to be no correlation between SNe which show a feature in the NIR and

the stretch factor of the light curve. The eight SNe with this feature which also have

stretch values appear in a wide range of bins. The SNe are rather evenly split across

low (< 1.0) and high (> 1.0) stretch events with 4 and 4 SNe respectively in each

group. The mean stretch value of the sample used in this investigation is 1.05 ± 0.06,

which is consistent with that of the PTF sample, which has a mean stretch value of

1.00± 0.05.

In contrast, there may be a correlation between SNe in this group and redshift, as shown

in Figure 9. All nine appear in the same low value redshift bin, meaning that they are

all nearby (closer than ⇠ 87Mpc). However, with such a small number of events, it

is di�cult to say for certain that there is any sort of correlation. Further work would
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Figure 9: Histogram of host galaxy redshift of the sample presented in this paper (blue) compared

to the PTF sample from Maguire et al. 2014 (pink). The black dashed lines represent the 9 SNe with

features around ⇠ 10250 Å. SN 2017gah and SN 2017ejb, two SNe with possible He I 10830 Å are

marked on.

need to be done to increase the sample size to confirm this tenuous correlation.

If there is a correlation, it may be due to systematics rather than an intrinsic property

of these events. There is a known problem in observational astrophysics, the Malmquist

bias (Butkevich et al. 2005), which states that at higher distances, brighter objects are

systematically more likely to be observed simply because they are easier to detect.

This could be an explanation for why the SNe with this NIR feature appear at lower

redshifts (lower distances). At least some of the SNe in this group are either classified

as subluminous or are probable candidates for being transitional, subluminous events,

despite their classification as a ‘normal’ luminosity SNe (see Chapter 6.2). This means

that at higher distances, the same events become harder to observe and may be missed,

leading to an apparent correlation between redshift and these events.

5.1 Line Fitting Results

5.1.1 Silicon Velocities

In this chapter, the results from the line fitting code described in Chapter 3 are shown.

The velocity results from the silicon fits for the entire sample are shown in Figure 10 in

blue (PVF) and orange (HVF), with velocities from the PTF sample in Maguire et al.

2014 shown in grey as comparison. It can be seen that most of the PVF Si II appears to

come from a region deep within the ejecta, in a velocity shell of ⇠ 10000–13000 km s–1,
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around maximum light. The one point which appears above 18000 km s–1 (SN 2017erp)

may at first glance appear inconsistent with the rest of the sample but is easily explained

by the phase of the SN. This spectrum was taken almost two weeks (-13.3 days) before

maximum light, approximately 4-5 days after explosion. At this epoch, all measured

velocities are much higher because the lines are formed further out in the ejecta. As

time progresses towards maximum light, these velocities fall to within the usual range

and so SN 2017erp is still consistent with the rest of the sample (Brown et al. 2018). The

PVF Si II velocities measured in this sample are also consistent with those measured

in the PTF sample from Maguire et al. 2014 (grey dots).

The HVF Si II features also appear within a rough band around maximum light of

⇠ 16000 – 18000 km s–1. One HVF feature appears higher than the others, around

19000 km s–1 at 2.1 days (SN 2017fgc). This appears to be a high velocity event, as the

PVF Si II also appears higher than the rest of the Si velocities (⇠ 14000 km s–1). This

event was modelled as one with HVF Si and though these features do not reportedly last

until this phase, choosing either of the other Si models only worsens this discrepancy,

pushing the PVF Si velocity up to over 15000 km s–1. The reason for the high velocities

of this particular event are beyond the scope of this investigation.

The uncertainties on the Si II velocities were calculated by taking the standard error

in the positions of the Gaussian peaks of the ⇠ 100 runs averaged to create each final

model (see Chapter 3.1).

The values of the best fit models for the Si II 6355 Å feature for all SNe in this sample

are shown in Table 3.

5.1.2 Calcium Velocities

The Ca II velocities are shown in Figure 11 in blue (PVF) and orange (HVF), with

velocities from the PTF sample in Maguire et al. 2014) shown in grey (PVF) and

yellow (HVF) as comparison. Again, there appear to be two distinct shells, with the

PVF values ranging between ⇠ 10000 km s–1 and 15000 km s–1 near maximum light.

The HVF velocities also appear in a band between ⇠ 15000 km s–1 and 25000 km s–1,

declining with time as with the PVF velocities. The 5000 km s–1 di↵erence between

these two bands is by definition of the HVF feature having to be at least 5000 km s–1

higher than the PVF to be counted as a separate feature. Again, SN 2017erp may

appear inconsistent with the other velocities but this is again due to the early phase
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of the spectrum.

The uncertainties in this figure are the standard error of the measured calcium velocity,

calculated between the three models mentioned in Chapter 3.2. This is di↵erent from

the method used to calculate the uncertainties in the silicon models, which took the

standard error on the ⇠ 100 runs used to create each of the 3 separate models. This

is because with the calcium feature, the certainty about what elements make up this

feature is much lower than in the silicon models. While the silicon models gave fairly

consistent velocities across the three models, the calcium models gave much larger

di↵erences due to the uncertainty of whether the much smaller O I and the unknown

features should be included and their positions. The points with large uncertainties are

models in which the position of the oxygen feature was flexible, which led to calcium

velocities that were very di↵erent in comparison to the model without any other features

and this was why a di↵erent method was used for the calcium uncertainties.

As with the Si II velocities, both the PVF and HVF Ca II velocities measured in this

sample are consistent with the velocities measured for these features in the PTF sample

(grey and yellow dots respectively).

The values of the best fit models for the Ca NIR feature for all SNe in this sample are

shown in Table 3.

5.1.3 Oxygen Velocities

The oxygen velocities from the fits in Chapter 3.3 are shown in Figure 12. As mentioned

previously, there were 2 cases in which the velocities were used as limits. These are

shown as downwards arrows if the point is an upper limit or as triangles if the fit was

poor, as described earlier. The uncertainties are calculated using the same standard

error method as was used for the uncertainties in the calcium velocities, as again, this

feature has a much less certain make-up than the silicon fits. There are no comparisons

to the PTF sample for the oxygen velocities as this feature was not measured in Maguire

et al. 2014.

Looking only at the limits in Figure 12, as this is where the O I velocity is relatively

certain, the PVF and HVF features again appear in two distinct bands around maxi-

mum light, with the PVF features ranging from ⇠ 10000 – 12500 km s–1 and the HVF

ranging from ⇠ 14000–20000 km s–1. The one outlier not marked as an upper or lower

limit is SN 2017bkc, with O I velocity of ⇠ 7600 km s–1 at a phase of +5.4 days. This
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may be a particularly low velocity event, but given that SN 2017bkc fell within the

‘normal’ range in the silicon and calcium velocities, suggests that this is not true. It

could also be that the value is lower because SN 2017bkc is at a later phase than other

events (+5.4 days).

A possible explanation for this low velocity is over-fitting of the feature. As with SN

2012et, LSQ12gdj and PTF12iiq (marked with triangles in Figure 11, mentioned in

Chapter 3.3), the feature around 7500 Å in SN 2017bkc is wide and devoid of any

‘bumps’. Unlike with these other three cases, the spectrum of SN 2017bkc is much

smoother, allowing for a better fit to be made to the feature. However, as can be seen

in Figure A.3, there is still some remnant of the telluric line left in this feature when

the fit is being carried out. This leads the AIC to choose the model with HVF O I

as the best fit to try and match the shape of spectrum when this telluric is included.

However, visually, it is di�cult to say whether the best fit (solid black line) is truly

fitting the spectrum in this region or if it is over-fitting to fit the telluric. If this noise

could be removed, it may be found that the AIC would then decide that the HVF O I

component is unnecessary and choose the PVF O I + Mg model as the best.

If this were the case, the O I velocity would increase to ⇠ 11000 km s–1 and fall in line

with the rest of the sample. However, with the present models, it is di�cult to say for

certain that this is the case and so, the model chosen by the AIC was used as the best

fit, which gives this low velocity value.

The values of the best fit models for the O I 7773 Å feature for all SNe in this sample

are shown in Table 3.
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Table 3: Best fit Gaussian values for Si II 6355 Å, Ca NIR and O I 7773 Å features measured using

the initial velocity fit method explained in Chapter 3.
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Figure 10: Si II velocities for the sample, measured from the 6355 Å feature. The orange points

show the HVF features. The blue points show the PVF features. The grey points show the PVF

velocities from the PTF sample in Maguire et al. 2014. Error bars are included on all points but are

too small to be seen in most cases.

Figure 11: Ca II velocities for the sample, measured from the NIR feature. The blue points show

the PVF features. The orange points show the HVF features. The grey points and yellow points show

the PVF and HVF velocities respectively from the PTF sample in Maguire et al. 2014. Error bars are

included on all points but are too small to be seen in most cases.
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Figure 12: O I velocities for the sample, measured from the 7773 Å feature. The orange points show

the HVF features. The blue points show the PVF features. The orange arrows show upper limits

for HVF features. The blue arrows show upper limits for PVF features. The blue triangles show the

three events (LSQ12gdj, PTF12iiq and SN 2012et) for which only one Gaussian could be fit to the

feature, assumed to be O I. As these are very di↵erent structures to the other oxygen features, it is

unclear whether these are upper or lower limits on the velocity.
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Chapter 6: Constraining the Presence of Helium

This chapter discusses the possibility of helium features detected within the sample.

Firstly, I discuss the SNe which showed features around 10250 Å, where the He I

feature is expected to show, which were selected as possible candidates for having

helium features and the initial velocity fits for these events in Chapter 6.1. Two of

these objects, SN 2017gah and SN 2017ejb, were highlighted by the initial velocity fits

to potentially contain helium in the NIR feature being investigated and the velocity

fits to these objects are discussed further in Chapters 6.1.1 and 6.1.2 respectively.

The setup for TARDIS models for these two objects and the results of these models

compared to the observed spectra are discussed in Chapter 6.2.

6.1 Possible He I

For all 33 SNe in the sample, the region around where the He I 10830 Å is suggested

to appear was visually inspected in search of visible features (9500 < l < 12000 Å).

24 of the SNe showed no features in this region. 9 did have features which fell within

this wavelength range and were preliminarily selected as candidates for possible He I

features. The visible and near infrared spectra of these 9 objects are shown in Figures 13

and 14 respectively. Examples of the NIR region that was searched visually for features

are shown in Figure 15 for events which show features in this region and those that do

not for comparison. The full sample is shown in Figure A.4.
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Figure 13: The visible region of the 9 spectra with features around 10250 Å. From top to bottom,

they are SN 2017cbv (green), SN 2012hr (pink), SN 2017ejb (gold), SN 2017gah (grey), SN 2012hd

(brown), SN 2012cg (red), SN 2013aj (orange), SN 2013aa (blue) and SN 2012ht (purple).

Figure 14: The near infrared region of the 9 spectra with features around 10250 Å. From top to

bottom, they are SN 2012cg (red), SN 2012hr (pink), SN 2017ejb (gold), SN 2017gah (grey), SN

2012hd (brown), SN 2017cbv (green), SN 2013aj (orange), SN 2012ht (purple) and SN 2013aa (blue).

SN 2012hr is cut o↵ sooner than the other spectra because there was more noise in this region of its

spectrum than for the other objects.
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Figure 15: Left: The NIR region where He features may appear for the 9 SNe with possible detections.

The grey shaded region represents the area predicted for where the He features would show from Boyle

et al. 2017. The lines mark where magnesium and carbon features are expected to appear, based on

their measured velocities for the same features in the optical region of each spectra. From the top down,

these SNe are SN 2017cbv (red), SN 2012hr (gold), SN 2017gah (brown), SN 2012cg (pink), SN 2013aa

(grey), SN 2013aj (green), SN 2012ht (orange), SN 2012hd (blue) and SN 2017ejb (purple). Right:

The NIR region where possible He features may show, for 3 SNe which clearly show no features in this

region. From the top down, these are SN 2013fuk (green), SN 2017erp (blue) and 2012fw (orange).

For the 9 candidates, this NIR feature was fit in a manner similar to the fitting of the

other features in Chapter 3. A pseudo-continuum was defined by visually choosing a

region of ⇠ 20 Å either side of the feature and applying a linear fit across the feature,

then normalising the spectral feature to this pseudo-continuum. The start and end

points of the user-defined region were then shifted by 0.2 Å and a new linear fit was

applied and the feature normalised again. This was repeated a minimum of 50 times

across the feature to reduce the e↵ects of noise and of the user’s choice of the start and

end positions for the feature to be fitted.

For each of the 50+ runs, the normalised feature was then transformed into velocity

space using Equation 2 and the feature was fit with Gaussians. Two models were used

for this; one which fit a single Gaussian to the feature, simulating only a single element

creating the feature and a model with two Gaussians, simulating a blend of elements.

The Gaussians were fit to each of the 50+ runs for each SN and the results were then

averaged to find the best overall fit to the feature.

The AICc scores combined with visual inspection of the features were again used to

determine the best fit models. Out of the 9 SNe, 7 preferred the single Gaussian

model (SN 2017cbv, SN 2013aj, SN 2012ht, SN 2012hr, SN 2013aa, SN 2012cg and SN

2012hd) while 2 showed preference for the double Gaussian model (SN 2017gah and
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SN 2017ejb). Examples of these fits are shown in Figures 16 and 17, which illustrate

one of the seven events which showed preference for the single Gaussian model (SN

2012cg) and one of the two which showed preference for the double Gaussian models

(SN 2017ejb) respectively.

Figure 16: Example of the single and double Gaussian fitting to the NIR feature of SN 2012cg. This

SN is one of the seven events which showed preference to the single Gaussian model.

Figure 17: Example of the single and double Gaussian fitting to the NIR feature of SN 2017ejb.

This SN is one of the two events which showed preference to the double Gaussian model.

For the single Gaussian fits, the velocity of the feature was estimated by assuming

that it was caused by carbon, magnesium and helium respectively for the C I 10693

Å, Mg II 10927 Å and He I 10830 Å lines. These velocities were then compared to the

measured magnesium and carbon velocities (when available) from the other features
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of that SNe and also to the range of values for these features from the total sample to

determine the most likely constituent.

It was found that the carbon velocities for all 7 SNe were systematically too low to

cause this feature (< 6050 km s–1 compared to the measured values of > 9500 km s–1

for carbon from this sample). The magnesium velocities from this feature were far

more consistent with both the measurements from the individual SNe and the sample

as a whole (⇠ 10000 < v < 12540 km s–1). The helium velocities had no measured

comparison values but if the feature had been comprised of He, the velocities would

have been around or slightly lower than the photospheric velocities of other features (⇠

8000–9200 km s–1 for the helium compared to ⇠ 10000–13000 km s–1 for photospheric

Si II). The only one of the seven objects which came close to this velocity band was SN

2012hr, which would have a velocity of 9862 km s–1 if the feature was made of helium.

However, the photospheric velocity of silicon in this event is higher (12991 km s–1) and

so for this particular event, the helium velocity of almost 10000 km s–1 is still too low

to be considered viable, as it too is below the photospheric velocities of other features

in the same event. This would not be expected to be the case if the helium comes from

a shell surrounding the white dwarf. The photospheric elements come from deep within

the WD structure and tend to have lower velocities than the elements near the surface

of the WD, hence it would be expected that the helium would not have velocities lower

than these features. Indeed, Boyle et al. 2017 predicts He velocities much higher than

those mentioned here (⇠ 16000–19000 km s–1). Following this logic, it was determined

that the feature in the NIR around ⇠ 10250 Å for these 7 SNe was most likely made

by the Mg II 10927 Å line.

For the 2 of these 9 SNe which showed a preference for the double Gaussian model, a

similar approach was used to determine the most likely constituents of these features;

both Gaussians (called ‘red’ and ‘blue’ for the right and left Gaussians respectively)

were assumed to be comprised of carbon, magnesium and helium to estimate the ve-

locities.

6.1.1 Potential He I in SN 2017gah

For SN 2017gah, the C I velocities were again too low for both features (⇠ 8050 km s–1

and ⇠ 4145 km s–1 for the ‘blue’ and ‘red’ Gaussian respectively). The ‘red’ Gaussian

has a velocity of 10638 km s–1 if it was made by the Mg II 10927 Å line, which is
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consistent with measured Mg II velocities of 10698 km s–1 from the O I 7773 Å feature

for SN 2017gah. This leaves the ‘blue’ side of the feature, which is not compatible with

being Mg II or C I, to be a possible identification of He I at a velocity of 11868 km s–1.

This is lower than the values predicted in Boyle et al. 2017 but is consistent with a

possible He I detection, blended with Mg II in SN1994D (Meikle et al. 1996). However,

it is suggested that the possible He I from this SN comes from a-rich freeze-out, rather

than a thin helium shell on the surface and so may be a less accurate comparison for

the helium velocity. The discrepancy between the velocities found here and those of

Boyle et al. 2017 are discussed later in Chapter 6.2. These fits and their respective

velocities are shown in Figure 18.

Figure 18: Velocities of the ‘red’ and ‘blue’ Gaussians described in Chapter 6.1.1 for SN 2017gah if

they were made of carbon (top left), helium (top right) and magnesium (bottom).
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6.1.2 Potential He I in SN 2017ejb

The fits with velocities of the di↵erent possible features for SN 2017ejb are shown in

Figure 19. For SN 2017ejb, the velocity of the carbon is plausible for the ‘blue’ feature.

It was measured to be ⇠ 10100 km s–1, which is consistent with the measurements of

C II in the optical region of a few of the SNe in this sample (⇠ 9600 – 13720 km s–1).

However, SN 2017ejb was not found to have optical carbon or any other definite NIR

carbon features to corroborate the existence of carbon in its spectrum (see Figures 13

and 14) and so this feature is ruled out. The measured velocity of Mg II in SN 2017ejb

was 13828 km s–1. This is used as an upper limit rather than an accurate estimation of

the Mg velocity in this SN due to the width of the fitted Mg II feature (see Chapter 3.3).

Using this as an upper limit rules out the possibility of Mg II for the ‘blue’ Gaussian as

this would require a velocity of 16597 km s–1, well beyond the upper limit. This again

leaves the ‘blue’ side of the feature as a possible He I detection as it is inconsistent

with being either Mg II or C I. This would yield a He I velocity of 13922 km s–1, which

is still below those predicted by Boyle et al. 2017.

If Mg is responsible for the ‘red’ Gaussian, the velocity would be 10666 km s–1, which is

consistent with both the upper limit and the measured Mg II velocities from the other

SNe. The ‘red’ side of this feature is also inconsistent with being C I or He I as both

produce velocities below those of the photospheric features in this SNe (4172 km s–1

and 7991 km s–1 for C I and He I respectively, compared to 9778 km s–1 for photospheric

Si II), making Mg the most likely cause of this side of the feature.

Based on these arguments, it was preliminarily suggested that the feature around 10250

Å in both SN 2017gah and SN 2017ejb was produced by a blend of He I 10830 Å and

Mg II 10927 Å.
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Figure 19: Velocities of the ‘red’ and ‘blue’ Gaussians described in Chapter 6.1.2 for SN 2017ejb if

they were made of carbon (top left), helium (top right) and magnesium (bottom).

6.2 TARDIS Modelling of SN 2017ejb and SN 2017gah

TARDIS modelling, as mentioned earlier, is an important step in confirming or denying

the plausibility of the NIR feature in SN 2017gah and SN 2017ejb as being caused by He

I. As discussed in Chapter 6.1, the velocities do not match those predicted by the latest

double detonation models but also do not appear to be either Mg II or C I. If TARDIS

models can reproduce this feature with He, it lends a robustness to the estimates made

by the line velocity fits, despite the discrepancy with the original models.

As shown in Table 1, SN 2017ejb was classified as a subluminous ‘91bg-like’ SNe.

SN 2017gah was classified as ‘normal’, however, its spectrum appears to have qualities

similar to that of a ‘91bg-like’ Ia, such as stronger Si II 5972 Å and O I 7773 Å (Heringer

et al. 2017, Taubenberger 2017) as can be seen in Figure 13. These classifications were

made using the Supernova Identification code (SNID; Blondin et al. 2007). SNID

compares a given spectrum to templates of other SNe Ia spectra of all known sub-

types and returns the type(s) with which it finds a best match. However, SNID can

sometimes misidentify an event for two main reasons. The first is that the number of

templates for well-defined classes such as ‘normal’ SNe Ia is much higher than peculiar

sub-classes, meaning that the code is more likely to pick a template from one of these

well-defined classes. The second is that SNID scales the given spectrum to match

the templates, meaning that smaller details such as the Si II 5972 Å strength can be

overlooked by the code if it is not a particularly strong feature. Both of these facts

mean that although SN 2017gah was identified as a ‘normal’ SNe Ia, it may in fact be

a ‘transitional’ event i.e. SNe that fall somewhere in the gap between ‘91bg-like’ and

63



‘normal’ SNe, an idea which is reinforced by its spectral features.

6.2.1 Density Profiles

As mentioned in Chapter 4.2, a few density profiles were tested when running the

TARDIS models, due to the possible subluminous nature of the two objects being

tested. subluminous density profiles at di↵erent epochs were taken from Heringer et

al. 2017, which in turn were based on the work of Hachinger et al. 2009. The two

density profiles in Heringer et al. 2017 which were closest to the true epochs of the

two objects were for 14 days and 21.8 days after explosion, compared to ⇠ 16.3 days

and ⇠ 19.1 days for SN 2017gah and SN 2017ejb respectively. For both SNe, neither

profile matched perfectly. The 14 day density profile led to too much flux in the UV

region and features being at slightly too high velocities or showing too weakly. The

21.8 day profile matched the spectrum better, producing roughly the right amount

of flux in the UV/VIS and features of the right strengths but producing features at

velocities which were too low to match the spectra. To resolve this, three new density

profiles were created for 16, 18 and 20 days to bridge the gap between these two. These

were weighted averages between the 14 and 21.8 day density profiles so that the earlier

profiles were more similar to the 14 day profile and later profiles were more similar to

the 21.8 days. Of these three new profiles, the 20 day matched both spectra better

than any of the others. This profile is the ‘2005bl-like’ profile shown in Figure 7.

As SN 2017gah was classified as a ‘normal’ luminosity event, the normal luminosity

density profile (Mazzali et al. 2014 in Figure 7) was also tested. The 11fe density profile

did not provide a good match to SN 2017ejb but did, however, appear to provide a

good match to SN 2017gah. It was able to recreate the strengths of the features

reasonably well, although some such as the oxygen, were fit less well than when using

the subluminous density profiles. However, the main discrepancy between the model

using the 11fe density profile and the spectrum for SN 2017gah was in the NIR region

around the possible He I feature. Using this density profile meant that little to no

helium showed up in the NIR region, which is what is expected from previous ‘high-

mass’ models in Boyle et al. 2017. It also reduced the strength of the Mg II feature so

that the match between the model and the observed spectral feature around 10500 Å

was poor. On further investigation, using the 11fe density profile to model SN 2017gah

meant that while the main features appeared in the right velocity ranges and at the
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right strengths, they were often made of the wrong ionisation state. For example, the

Si II 6355 Å feature is expected to be made from singly ionised silicon (Si II as the name

suggests) but in this case, the majority of the feature was being made by doubly ionised

silicon (Si III). Using the higher density profile increased the temperature within the

model and ionised elements to higher degrees than are expected in the ejecta. Hence,

while this model appeared visually to create a good match to SN 2017gah, it was

disregarded and the subluminous density profile at 20 days past explosion was used to

fit both SN 2017gah and SN 2017ejb.

The final fits for SN 2017ejb and SN 2017gah using the ‘2005bl-like’ density profile and

the abundances found in Table 2 are shown in Figure 20 and Figure 21 respectively.

Both SNe are fit relatively well by this combination. The model for SN 2017gah

produces an excess of flux in the UV region before ⇠ 4500 Å and the model velocities

are slightly lower, but otherwise agrees reasonably well with the data and produces

features in the right ionisation states, unlike with the 11fe density profile.
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Figure 20: Full Spectrum of SN 2017ejb (black) compared to TARDIS model (red) made with

abundance profile in Table 2, texp = 20 days, subluminous density profile in Figure 7 (2005bl-like)

and Lo=9.1 log L�

Figure 21: Full Spectrum of SN 2017gah (black) compared to TARDIS model (red) made with

abundance profile in Table 2, texp = 20 days, subluminous density profile in Figure 7 (2005bl-like)

and Lo=9.3 log L�

66



6.2.2 Results of Helium Fits with TARDIS

A number of di↵erent helium shell models were tested on both of these SNe, ranging

from very thin to very thick shells (with the outer 5-14 shells in the TARDIS mod-

els consisting almost entirely of helium, corresponding to velocity ranges of 18086 –

27014 km s–1 to 11346 – 27014 km s–1) to cover the entire range of thicknesses in other

proposed helium shell detonations (see Chapter 4.3). The helium shell was added to

the base models described in the previous chapter by changing the number of shells

in the TARDIS model from Table 2 which contained helium, starting from highest

velocity shell (i.e. the outermost part of the ejecta) and moving inwards towards the

photosphere (i.e. to lower velocities) as more shells were added. The number of shells

containing helium and the corresponding post-burning mass and velocity range of the

helium shell is shown in Table 4. The initial helium abundances were based on the

abundances used in the outer shell of the models in Heringer et al. 2017 to produce

carbon features and were modified to test which produced the best fits to the observed

features.

Within each of the models shown in Table 4, the initial helium shell mass was also in-

creased and decreased by various percentages (±10%,±20%,±40%,±50%,±80%,±85%,

± 90%,±95%,+100% &+200%) as explained in Chapter 4.3. This is again due to the

fact that the exact thickness and composition of the shell is not well known.
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No. of shells containing He Post-Burning He Mass M� Inner Velocity of Shell (km s–1)

5 0.0014 18086

6 0.0032 16966

7 0.0068 15976

8 0.0125 15096

9 0.0206 14308

10 0.0319 13598

11 0.0490 12954

12 0.0778 12370

13 0.1181 11836

14 0.1651 11346

Table 4: The number of shells in the TARDIS model which contained helium and the corresponding

post-burning helium mass and inner velocity of the helium shell (all shells extend out to 27014 km s–1,

hence only the inner velocity is listed). Note the helium masses listed are for the initial abundances

used and are increased and decreased from this value as explained in Chapter 4.3.

SN 2017ejb

For SN 2017ejb, the TARDIS models were run using texp = 20 days and Lo = 9.1

log(L�). The initial 5 shell model corresponded to a helium shell covering a velocity

range of 18086 – 27014 km s–1 which left a post-burning helium mass of 0.0014 M�.

This model and the lower abundance models covering the same velocity range failed to

produce a discernible helium feature around⇠ 10250 Å. However, the higher abundance

models (i.e. models with +40% on the original helium abundance and higher, which

corresponds to post-burning masses of 0.0020M� and above) did produce a helium

feature in this region as predicted in Boyle et al. 2017, though at too-high velocities

(⇠ 18250 km s–1) to correspond to the observed feature in the spectrum. The 5 shell

models with post-burning helium masses of 0.0014 M� and 0.0020 M� are shown in

the top panels of Figure 22.

The 6 shell model (velocity range of 16966– 27014 km s–1) showed a drastic increase in

depth and width of the feature from the 5 shell models. In this case, the initial helium

abundance used, which gave a post-burning helium mass of 0.0032 M�, produced a

discernible helium feature in this region, unlike the 5 shell model. However, this feature

is still at too high a velocity (17080 km s–1) to produce the observed feature in the

spectrum (13922 km s–1). This model is shown in the top right panel of Figure 22.
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Figure 22: Top Left: The 5 shell model, covering a velocity range of 18086 – 27014 km s–1 with a

post-burning helium shell mass of 0.0014 M� compared to the observed spectrum of SN 2017ejb. Top

Middle: The 5 shell model, covering a velocity range of 18086 – 27014 km s–1, with a post-burning

helium shell mass of 0.0020 M� compared to the observed spectrum of SN 2017ejb. Top Right: The 6

shell model, covering a velocity range of 16966 – 27014 km s–1 with a post-burning helium shell mass

of 0.0032 M� compared to the observed spectrum of SN 2017ejb. Bottom Left: The 7 shell model,

covering a velocity range of 15976– 27014 km s–1, with a post-burning helium shell mass of 0.0068M�

compared to the observed spectrum of SN 2017ejb. Bottom Middle: The 9 shell model, spanning a

velocity range of 14308 – 27014 km s–1 with a post-burning helium mass of 0.0206 M�, compared to

the observed spectrum of SN 2017ejb. Bottom Right: The 14 shell model, spanning a velocity range

of 11346 – 27014 km s–1 with a post-burning helium mass of 0.1651 M�, compared to the observed

spectrum of SN 2017ejb. In all panels, the blue lines are the observed spectrum, the thin, solid, orange

line is the TARDIS model of the helium shell, the two dashed, black lines are the Gaussian velocity

fits to the feature from Chapter 6.1.2 and the grey shaded regions mark where the helium features

appear in the TARDIS models.

Once the feature appears in the TARDIS model, increasing the range of velocities

covered by the helium shell continues to deepen the feature, drastically between the 6

and 7 shell (velocity range of 15976 – 27014 km s–1) models and then only fractionally

between the 7 to 9 shell models (velocity range of 14308–27014 km s–1), suggesting that

the depth of the feature is becoming saturated. The 7 shell model with a post-burning

helium mass of 0.0068M� is shown in the bottom left panel of Figure 22.

The feature continues to widen as expected as the mass of the helium shell grows and

the helium covers more of the velocity shells in the TARDIS model but for all of these

models, the feature in the TARDIS spectrum is still at too high a velocity to match the

observed feature. The 9 shell model with a post-burning helium mass of 0.0206M� is

shown in the middle panel of the bottom row in Figure 22 as an example. The 9 shell
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model is also the first model where the feature produced by helium in the TARDIS

model begins to overlap with the feature in the observed spectrum.

As the helium is added over a wider velocity range, the fit of the TARDIS model

to the spectrum improves and then begins to deteriorate again as more and more

helium is added. Increasing the number of shells which contain helium to 10 and 11

shells (13598 – 27014 km s–1 and 12955 – 27014 km s–1 for the 10 & 11 shell models

respectively) improves the fit but increasing the helium shell beyond 11 shells to models

which extend over wider velocity ranges only serves to worsen the fit. An example of the

fits for higher mass models (14 shells, covering a velocity range of 11346–27014 km s–1)

can be found in Figure 22.

The best fit model was chosen by taking residuals between the TARDIS models and the

spectrum across the possible helium feature and using the average of these residuals

in conjunction with the maximum and minimum residuals to determine the best fit to

the spectrum. Using this method, it was found that the best fit model for SN 2017ejb

is the 10 shell model, covering a velocity range of 13598 – 27014 km s–1 and with a

post-burning helium shell mass of 0.0064 M� (i.e. -80% the original abundance). This

model is shown in Figure 23.

Figure 23: The best fit helium model (10 shells, covering a velocity range of 13598 – 27014 km s–1

with a post-burning helium shell mass of 0.0064 M�) for SN 2017ejb. The blue line is the observed

spectrum, the thin, solid, orange line is the TARDIS model of the helium shell, the two dashed, black

lines are the Gaussian velocity fits to the feature from Chapter 6.1.2 and the grey shaded region marks

where the helium feature appears in the TARDIS model.
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This corresponds to a helium velocity of 13735 km s–1, which is in good agreement

with the initial velocity estimation of 13922 km s–1, although is much lower than the

values found in Boyle et al. 2017 of 16000 – 19000 km s–1.

The di↵erence between the two sets of models is most likely due to the density profiles

which were used in this investigation. Boyle et al. 2017 used density profiles based on

work of Fink et al. 2010 and Kromer et al. 2010 for their ‘high-mass’ model and Sim

et al. 2010 for their subluminous, ‘low-mass’ model, whereas the density profile used

in this investigation was based o↵ the profile used to fit the subluminous SN 2005bl

in Heringer et al. 2017. As previously mentioned, this investigation found that for

SN 2017ejb and SN 2017gah, using density profiles similar to the commonly used w7

for fitting ‘normal’ luminosity events meant that the spectra were being fit with the

incorrect ionisation state of certain elements (e.g. Si III instead of Si II). The higher

temperatures that using steeper density profiles caused also prevented some elements

from producing features e.g. oxygen. Using a shallower density profile, such as the

one used in this investigation, allowed these weaker elements to produce features in

the model spectra which better matched those of the measured spectra for these two

SNe. This in turn may have allowed for the helium features to form more easily in

the model spectra in this thesis compared to those in Boyle et al. 2017 or a↵ected the

positions at which the helium feature could be produced in the spectrum, leading to the

discrepancy between the recovered velocities between the two investigations. Further

work would need to be carried out into using di↵erent density profiles to model these

and other objects to determine the full e↵ects of using di↵erent profiles, particularly

on the NIR region around ⇠ 10250 Å, and to determine which is the most accurate

method for these transitional objects.

Whilst the left side of the feature in the best fit model is in good agreement with the

spectral data, it can be seen in Figure 23 that the right hand side of the feature is

less well fit. One suggestion for this discrepancy between the TARDIS models and the

spectrum is the magnesium abundance used in the base model. While there was enough

magnesium to produce some of the features in the full spectrum (see Figure 20), it can

also be seen in this figure that the magnesium features in the model spectrum do not

fully match the depth of the same features in the data (e.g. the Mg II feature around

9200 Å) and have even created extra features in the model which do not appear in

the spectrum. While small discrepancies such as these are normally acceptable when

trying to find a model that fits the spectrum as a whole, it is possible that in this
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scenario, the poorer magnesium fits are causing issues in the NIR region.

As can be seen in Figures 22 and 23, in all models, there is a discernible feature to

the right of the TARDIS models (⇠ 10500 – 10700Å) which is caused by magnesium.

This feature agrees relatively well to the width of the right side of the spectral feature,

however, it is not deep enough to fully match the feature in the spectrum of SN 2017ejb.

Moreover, as the mass of the helium shell increases, for example between the 5 shell

models in the top panels of Figure 22 with post-burning helium shell masses of  0.0020

M� and the 7 shell model in the bottom right panel with a post-burning helium shell

mass of 0.0068 M�, the magnesium feature decreases in strength. This suggests that

perhaps the magnesium is being a↵ected by the growing helium feature next to it. If

the magnesium abundances were altered in the base model, perhaps this would remedy

the discrepancies between the model and the full spectrum and provide an even better

overall fit to the spectral data. Further investigation would need to be carried out,

adding more magnesium to the base models to clarify this matter fully.

The 2mm line did not help to further clarify the possibility of any helium features

in the spectrum. The spectrum is noisy in this region and, as mentioned in Chap-

ter 2.2, Molecfit did less well on removing tellurics in the NIR. Even when the data

was smoothed to overcome this problem, there appears to be no feature around this

region in the observed spectrum or in the TARDIS spectrum. This is in line with what

was found in Boyle et al. 2017. As this is a ‘subluminous’ event, it may be prudent to

assume that the expected results from this model would match the ‘low-mass’ models

of Boyle et al. 2017 and that a weak feature would be expected to show in this region.

However, the post-burning mass of the helium shell from the ‘low-mass’ models was

much higher than the best fit model found here for SN 2017ejb; 0.077 M� compared

to only 0.0064 M�. Even the ‘high-mass’ models had more helium post-burning than

that found here (0.030 M�) and these models are thought to produce a 2mm feature

which would be too weak to detect. This means that there is no feature expected to

appear in this region for SN 2017ejb either, even if the SN was caused by a helium shell

detonation, and so the 2mm cannot be used to corroborate the existence of helium for

this event. This is shown in Figure 24.

An interesting observation from the outcomes of these models is that it is not solely

the mass of the helium shell which is important but where it is distributed throughout

the model. The initial 7 shell model covering a velocity range of 15976 – 27014 km s–1

produced a post-burning helium shell mass of 0.0068M� whilst the 10 shell best fit

72



Figure 24: The spectrum of SN 2017ejb around the 2mm region (blue) where another possible helium

feature may appear. The TARDIS spectral model shown in the thin, orange line is the best fit model

shown in Figure 23.

model with -80% the original helium abundance produced a post-burning helium shell

mass of 0.0064M�, very similar to the 7 shell model. However, it can be seen from

model spectra for both of these objects (bottom right panel of Figure 22 and Figure 23

respectively) that these two produce very di↵erent quality of fits to the data. This in

itself illustrates that the position of the helium shell within the model is as important

as the amount of helium used and this should be taken into careful consideration when

modelling these types of objects.

SN 2017gah

The same process of fitting the possible helium feature was carried out for SN 2017gah.

For SN 2017gah, the TARDIS models were run using texp = 20 days and Lo =

9.3 log(L�). Unlike with SN 2017ejb, the 5 shell model (velocity range of 18086 –

27014 km s–1) produced no discernible helium feature anywhere in the NIR region in

the TARDIS spectrum in any model except for the highest abundance model (+200%,

post-burning helium shell mass of 0.0043 M�). The 6 shell models (velocity range of

16966–27014 km s–1) with post-burning helium masses of � 0.0039 M� (i.e. +20% the

original abundance or higher) were the first to produce a small helium feature, likely

due to the higher temperatures caused by the higher luminosity used in these models.

The feature around ⇠ 10250 Å widens and deepens drastically in the 7 shell model for
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SN 2017gah (velocity range of 15976 – 27014 km s–1) and this time, the depth becomes

saturated in the 8 shell model (velocity range of 15096 – 27014 km s–1). The 6 and 7

shell models are shown in Figure 25.

Figure 25: Top Left: The 6 shell model, covering a velocity range of 16966 – 27014 km s–1 with

a post-burning helium shell mass of 0.0039 M� compared to the observed spectrum of SN 2017gah.

Top Right: The 7 shell model, covering a velocity range of 15976 – 27014 km s–1 with a post-burning

helium shell mass of 0.0068 M� compared to the observed spectrum of SN 2017gah. Bottom Left:

The 11 shell model, spanning a velocity range of 12955 – 27014 km s–1 with a post-burning helium

mass of 0.0490 M�, compared to the observed spectrum of SN 2017gah. Bottom Right: The 12 shell

model, spanning a velocity range of 12370 – 27014 km s–1 with a post-burning helium mass of 0.0778

M�, compared to the observed spectrum of SN 2017gah. In all panels, the blue lines are the observed

spectrum, the thin, solid, orange line is the TARDIS model of the helium shell, the two dashed, black

lines are the Gaussian velocity fits to the feature from Chapter 6.1.1 and the grey shaded regions mark

where the helium features appear in the TARDIS models.

Unlike with SN 2017ejb, there is no magnesium feature appearing to the right of the

TARDIS models to match that side of the feature in the spectral data, even in the

lowest mass helium shells. This is to be expected - the TARDIS models used for

SN 2017gah are at a higher luminosity and temperature than those used to model SN

2017ejb. Increasing the temperature in these models can prevent weaker elements from

producing features and it can be seen that the magnesium feature around 9200 Å is fit
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even less well for SN 2017gah (see Figure 21) than it was for SN 2017ejb, meaning that

the weak magnesium feature that was showing in the models of SN 2017ejb has most

likely been lost due to the increased temperature. As before, increasing the abundance

of magnesium within the base models should help to resolve this issue.

For SN 2017gah, the helium feature in the TARDIS models only begin to start overlap-

ping with the feature in the spectrum at 11 shells, or when the helium shell is covering

a velocity range of 12955 – 27014 km s–1, however, even this model does not provide a

good fit to the spectrum. It takes increasing the number of shells containing helium to

at least 12 before the models and the spectrum start to come into agreement, unlike

the case of SN 2017ejb, which worsened after 11 shells. The 11 and 12 shell models for

SN 2017gah are shown in Figure 25.

As before, the residuals between the TARDIS models and the observed spectrum were

used to determine the best fitting model, which for SN 2017gah was the 13 shell model

(velocity range of 11836 – 27014 km s–1) with a post-burning helium mass of 0.0591

M� (-50% abundance). This model is shown in the left panel of Figure 26.

As can be seen in this figure, the helium feature is slightly too strong to match the

spectrum. The next helium shell mass that was tested of 0.0236 M� (-80% abundance),

shown in the right panel of the same figure, produces a helium feature that is of the

right strength but is too narrow to fit the feature. It is likely that the true best fit

model for SN 2017gah is a 13 shell model with a helium abundance that lies somewhere

between these two helium shell masses and so in this case, it is assumed that the post-

burning helium mass of 0.0591 M� is an upper limit on the amount of helium left in

SN 2017gah, rather than an accurate measure of the value.
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Figure 26: Left: The 13 shell model, covering a velocity range of 11836 – 27014 km s–1 with a post-

burning helium shell mass of 0.0591 M� compared to the observed spectrum of SN 2017gah. Right:

The 13 shell model, covering a velocity range of 11836–27014 km s–1 with a post-burning helium shell

mass of 0.0236 M� compared to the observed spectrum of SN 2017gah. In both panels, the blue lines

are the observed spectrum, the thin, solid, orange line is the TARDIS model of the helium shell, the

two dashed, black lines are the Gaussian velocity fits to the feature from Chapter 6.1.1 and the grey

shaded regions mark where the helium features appear in the TARDIS models.

The two di↵erent models shown in Figure 26 give slightly di↵erent velocities for the

helium feature due to the shape of the features produced. The 0.0591 M� model gives

a velocity of 11860 km s–1 while the 0.0236 M� gives a velocity of 11572 km s–1. This

again means that the velocity of the true best fit model most likely lies between these

two values. Both values, however, are in good agreement with the initial velocity fit

which predicted a velocity of ⇠ 11870 km s–1. Again, this is much lower than the

velocities predicted in Boyle et al. 2017 but is likely due to the di↵erent density profiles

used in this thesis. As with the best fit model of SN 2017ejb, it is suggested that the

fit to the right hand side of the feature could be improved by adding more magnesium

into the base models.

As before with SN 2017ejb, it is interesting to note that the position of the helium

within the model is an important factor in the quality of the fit. For the 11 shell model

shown in Figure 25, the post-burning helium mass was 0.0490 M�. In this model, the

helium was spread over a velocity range of 12955 – 27014 km s–1. The 13 shell model

at -50% abundance had a similar post-burning helium shell mass of 0.0591 M� spread

over a velocity range of 121836 – 27014 km s–1 and yet produces a better fit to the

spectrum in both terms of width and depth of the helium feature, despite having more

helium left in the model. This again illustrates the importance of the positioning of the

shell as well as the amount of mass within it in reproducing possible helium features.
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Figure 27: Left: The 13 shell model, covering a velocity range of 11836 – 27014 km s–1 with a

post-burning helium shell mass of 0.0591 M� compared to the observed spectrum of SN 2017gah

around the 2mm region where another possible helium feature may appear. Right: The 13 shell model,

covering a velocity range of 11836– 27014 km s–1 with a post-burning helium shell mass of 0.0236 M�

compared to the observed spectrum of SN 2017gah around the 2mm region where another possible

helium feature may appear. In both panels, the blue lines are the observed spectrum and the thin,

solid, orange line is the TARDIS model of the helium shell.

Again, as with SN 2017ejb, a search of the 2mm region reveals no other possible helium

feature detection in either model. This too is in line with Boyle et al. 2017 as the

shell mass remaining in these models (post-burning helium shell mass of 0.0236-0.0591

M�) is similar to the helium shell left in the ‘high-mass’ models of this paper (with

post-burning helium masses of 0.030M�), and hence, it is expected that no helium

feature should appear as in Boyle et al. 2017. This is shown in Figure 27.
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Chapter 7: Conclusion And Future Work

The aim of this work was to try and find previously undetected helium shell detonations

of Type Ia SNe in a large sample of objects and to model the spectra of these objects

with the radiative transfer code, TARDIS. 33 Ia spectra of di↵erent sub-types (‘normal’,

‘91bg-like’ and ‘91T-like’) were investigated for signatures of a helium shell detonation,

namely a feature appearing in the NIR around ⇠ 10250 Å. According to Boyle et

al. 2017, this is the region where helium features caused by the He I 10830 Å line

would show in the spectra of ‘normal’ and ‘subluminous’ SNe Ia at velocities of ⇠

16, 000– 19, 000 km s–1 if they had been caused by a helium shell detonation. However,

this region can be contaminated by two other features; C I 10693 Å and Mg II 10927

Å.

To be able to distinguish any possible helium features in this region from any Mg II or

C I features, velocity fits were carried out to other well-known features that appear in

Ia spectra to determine the most likely constituents and their velocities. These were

performed for the Si II 6355 Å, Ca II NIR triplet and O I 7773 Å features to build up

an idea of the ejecta structure within the sample.

Visually, there were 9 objects which were determined to have features appearing in

the NIR around 10250 Å. Of these 9, the initial velocity fits suggested that 7 were

comprised of Mg II. The other two; SN 2017gah and SN 2017ejb, were suggested to be

comprised of a mix of Mg II and He I.

These two objects were then modelled with TARDIS, using a custom abundance and

density profile based on those used to model SN 2005bl in Heringer et al. 2017. SN

2005bl and SN 2017ejb have both been identified as ‘91bg-like’ SNe and whilst SN

2017gah has been identified as a ‘normal’ event, closer inspection of its spectral features

suggests that it is a transitional event, falling somewhere between the two groups,

meaning that using a subluminous density and abundance profile was valid for both of

the events.

Helium shells covering velocity ranges of 18086 – 27014 km s–1 to 11346 – 27014 km s–1

were added into the TARDIS models to see if these reproduced the features in the

observed spectra. The best fit helium shell model for SN 2017ejb was found to be

a helium shell over the velocity range of 13598 – 27014 km s–1 which left a post-

burning helium shell mass of 0.0064 M�. This would correspond to a helium velocity

of ⇠ 13735 km s–1, which is close to that predicted by the initial velocity fit (⇠
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13922 km s–1).

The best fit model for SN 2017gah was found to be a helium shell covering a velocity

range of 11836 – 27014 km s–1 which left a post-burning helium shell mass of 0.0236-

0.0591 M�. In this case, the true best fit model most likely lies between two of the

models tested, hence the range of final helium shell masses. This corresponds to a

helium velocity of 11572 – 11870 km s–1, which is also in good agreement with the

initial velocity fit of the feature (11860 km s–1).

Whilst both of these ‘best fit’ models produce reasonable matches to the observed

features in the spectrum, it is suggested that both could be further improved by altering

the magnesium abundances of the base models the helium shells were added to. The

base models do not have the correct magnesium abundance to reproduce all of the

magnesium features in the entire spectra, which lessens the quality of the fit to the

overall spectral feature. Indeed, it can be seen in Figure 22 that a weak magnesium

feature does appear in the right hand side of the model spectra for SN 2017ejb which

is of a similar shape to the feature in the spectrum, although it is not strong enough

to fully match the spectrum. As SN 2017gah was modelled as a higher temperature

event, the weak magnesium feature present in the model of SN 2017ejb is lost in this

case. Future work would include running these helium shell models again but with

altered magnesium abundances to try and further improve the quality of the model fit

to the data and strengthen the robustness of the possible helium detections in these

two objects.

Out of a total of 33 SNe Ia, there are 1-2 events with possible helium features in their

spectra. This corresponds to a minimum of ⇠ 3–6% of the sample being candidates for

helium shell detonations. This number could, however, be higher as the non-detection

of helium does not preclude the possibility of a helium shell detonation, as found in

this thesis. In both cases, the events were low luminosity, with SN 2017ejb being a

‘91bg-like’ event and SN 2017gah being a probable transitional event, lying somewhere

between the ‘91bg-like’ and ‘normal’ luminosity classes.

It has been noted in several studies that the early light curves of SNe which were

caused by a helium shell detonation are thought to have peculiar ‘bumps’ and blue

colours due to early flux excess (Noebauer et al. 2017, Polin et al. 2019). One of the

most studied objects with an early light curve bump, SN 2017cbv (Hosseinzadeh et al.

2017), is present in this sample. This was one of the nine SNe which showed a feature

in the NIR region where the He I 10830 Å may appear, but the preliminary line velocity
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investigation ruled out the possibility of this being He I, attributing the feature entirely

to Mg II 10927 Å. None of the light curves for the plausible helium shell objects in

this investigation were at early enough epochs to explore the possibility of connecting

helium features with light curve bumps. Other future work would include gathering

a sample of these objects with early time light curves ‘bumps’ to compare to those of

this sample, particularly to SN 2017ejb and SN 2017gah to see if any relationship can

be found between these objects with early light curve bumps and SNe which show a

plausible He I feature. Another possibility would also be to use the best fit helium

shell models for both SN 2017gah and SN 2017ejb to create model light curves to see

how these would compare to the measured light curves’ colour, shape and decline rate.

This could lend further robustness to the possible helium shell detections if the models

could produce similarly shaped light curves.

Finally, the density profiles used in this thesis were shallower than those used in Boyle

et al. 2017 and the combination of these and the custom abundance profile produced he-

lium features at lower velocities than predicted in this paper. It is suggested that more

work needs to be carried out into the e↵ects of di↵erent density profiles on these models

to provide insight into the correct profiles which should be used to accurately repro-

duce these events. The same is suggested for the abundance profiles as the abundance

profile for a ‘normal’ luminosity events produced features in the wrong ionisation in

these models (i.e. Si III instead of Si II) and overall produced worse fits to the spectral

data than the subluminous profiles.
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Chapter A: Appendix

Figure A.1: Example of when the O I 7773 Å fits are used as upper limits for oxygen velocity (SN

2017ejb). The dashed lines represent di↵erent lines included in the fit (blue; PVF Oxygen, red; HVF

Oxygen, green; Magnesium). The solid black line represents the combined fit. The left panel shows

the fit with PVF (middle) + HVF O I (left) + Mg II (right). The middle panel shows the fit for PVF

O I (left) and Mg II (right). The right panel shows the fit for PVF O I only (concurrent with the

solid black line).
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Figure A.2: Example of a poor O I 7773 Å fit for SN 2012et. The dashed lines represent di↵erent

lines included in the fit (blue; PVF Oxygen, red; HVF Oxygen, green; Magnesium). The solid black

line represents the combined fit. The left panel shows the fit with PVF (middle) + HVF (left) O I +

Mg II (right). The middle panel shows the fit for PVF O I (left) and Mg II (right). The right panel

shows the fit for PVF O I only (concurrent with the solid black line).

Figure A.3: The O I 7773 Å fit for SN 2017bkc. The dashed lines represent di↵erent lines included

in the fit (blue; PVF Oxygen, red; HVF Oxygen, green; Magnesium). The solid black line represents

the combined fit. The left panel shows the fit with PVF (middle) + HVF (left) O I + Mg II (right).

The middle panel shows the fit for PVF O I (left) and Mg II (right). The right panel shows the fit

for PVF O I only (concurrent with the solid black line).
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Figure A.4: Zoom in on NIR region where He I is expected to appear for all 33 spectra used in this

investigation. The 6 spectra in the left most panel and the top 3 spectra in the second panel from the

left make up the 9 objects which show features in this region.
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