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Non-Technical Summary

This dissertation consists of three essays at the intersection of labor economics and
macroeconomics. It tackles macroeconomic questions with a focus on labor markets.
It makes use of micro level and regional level data in order to understand how macroeco-

nomic developments affect labor market outcomes of individuals.

Chapter 2 combines two intensively discussed topics at the intersection of labor eco-
nomics and macroeconomics, namely labor market polarization and intergenerational
mobility. This paper investigates whether there is a causal relationship between rising
labor market polarization and declining intergenerational mobility in the United States.
The former relates to the disappearance of middle-wage routine jobs and the rise of both
high- and low-income jobs. The latter measures the cross-generational link between the
income of parents and that of their children. The rising demand for extreme skills in the
labor market - driven by falling costs for information and communications technology
- induces young generations to attain either very high or very low levels of education.
Children from low-income parents typically experience less parental support, in particu-
lar to finance high educational attainment. This lower level of parental investment into
children’s education implies limited chances for upward economic mobility for children
from low-income parents. On the other hand, children of high-income parents have better
access to high levels of education, and are therefore less likely to fall down the economic
ladder. Therefore, children from both low- and high-income parents are less likely to
make cross-generational transitions in terms of employment, occupational group and in-
come. Children of middle-income parents are also more likely to choose very high or very
low levels of educational attainment, consequently parental income becomes less impor-

tant for the children’s incomes.

Chapter 3 examines the development and the role of firms in the gender pay gap in 21
European countries. It exploits information on employees and employers to understand
how firms contribute to the gender wage gap. Firms can contribute to the earnings in-
equality between men and women in two ways. First, women receive lower wages than
men from the same firm. Second, men and women can work for employers with differing
in the wages they pay their employees. The paper shows that both factors on average

play an equivalent role, but it finds strong heterogeneity across countries. The gender
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wage gap also grows with age, and the analysis provides evidence that women and men
increasingly work in different firms in terms of wage payments. The rising divergence of
employer segregation between men and women can be associated with family formation.
The paper relates distinct institutional settings to the two factors of how firms contribute
to the gender pay gap. A higher incidence of central wage bargaining in a firm tends
to increase the gender wage gap, which is possibly driven by bonuses. Family policies
which allow a better work-life balance for women tend to reduce the wage gap caused by

sorting into different firms, in particular for age groups after family formation.

Chapter 4 explores the interaction between trade shocks and labor market frictions for
eight Western European countries. The rise of China in global commodity markets since
the beginning of this century has adversely affected many manufacturing workers in ad-
vanced economies. Previous research typically focused on regional variation within a
country, and these studies typically find heterogeneous average responses in the mag-
nitude of the decline in manufacturing employment. One potential explanatory factor
behind these may be labor market institutional settings because they impact employment
decisions of both workers and firms. The paper investigates whether labor market fric-
tions exacerbate the detrimental impact of the rise in import competition from China on
manufacturing employment, and which sector of activity absorbs this adverse shock. The
main finding confirms that regions more exposed to the rise of China have suffered from
a reduction in manufacturing employment shares, and that this shock grows larger with
regional labor market friction. Moreover, the paper finds that employment in public ser-
vices, and not in construction or private services sector, absorbed the negative shock to
the manufacturing sector. The unemployment rate, the labor force participation rate, and

wages in all sectors are largely unresponsive to import competition from China.
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Chapter 1

General Introduction

This dissertation is a collection of three essays at the intersection of labor economics
and macroeconomics. While the research topics are diverse within the area of labor eco-
nomics, some common elements exist. All chapters evaluate how labor market outcomes
change due to developments outside of workers’ direct control, e.g. automation in Chap-
ter 2 on educational choice, changes in firm pay-differentials in Chapter 3 on the gender
wage gap, and the rise of China in global commodity markets on employment and wages
in Chapter 4. The main link between Chapters 3 and 4 is the investigation of institutional
settings and how they are linked to labor market outcomes of workers. All chapters are
of empirical nature, and Chapter 2 also develops a theoretical framework. Specifically,
they all exploit microeconomic data on either workers, regions, firms, or a combination
thereof. Chapters 2 and 4 work with worker and regional data, while Chapter 3 combines

data on workers and employers.

The first essay (Chapter 2) presents theoretical and empirical that the rise of automation
technologies, and the subsequent polarization of the labor market, does not only have
a detrimental impact on contemporaneous workers in vulnerable occupations in terms of
employment and wages, but also on future generations in terms of educational attainment,

intergenerational elasticity and upward mobility.

The “American Dream” allows everyone to be successful regardless of their geographic
and family background. However, the United States has turned into one of the least so-
cially mobile countries among advanced economies, and with stark differences within
the United States. At the same time, labor market polarization affects different parts of
the income distribution, in particular middle-income routine occupations. The paper ex-
ploits variation over time and across space to investigate how labor market polarization
influences children in their educational choice, which translates into intergenerational mo-

bility.

The study first develops an overlapping-generations model with spatial heterogeneity and
three different occupational groups based on the task framework. It focuses on educational

choices and cross-generational transitions across educational and occupational groups,
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which has direct consequences on children’s incomes. The model delivers testable predic-
tions on educational choice and intergenerational elasticity for children from all parental

backgrounds, and on upward mobility for children from low-income parents.

The paper confronts the model predictions with empirical evidence exploiting data from
Decennial Censuses and the Panel Study of Income Dynamics (PSID). The paper firstly
shows that during the last decades education of young labor force entrants has polarized,
with a simultaneous increase in average educational attainment. The strongest rise in
educational polarization occurred during the 1990s, which aligns with the timing of the
IT revolution. This finding is confirmed when calculating family premia and educational
polarization indices for various education levels dependent on parental background. The
paper also finds evidence that stronger labor market polarization leads to more polar edu-

cational choices across time and space.

The model predicts stronger intergenerational elasticity for children whose parents work
in either high- or low-skill occupations because cross-generational transitions out of high
and low education groups, and thus occupation and income, are less likely. By implica-
tion, the incomes of children of workers in such occupations depend greatly on parental
incomes. On the other hand, for children with parents in routine occupations, which
are negatively affected by the rise of IT, intergenerational elasticity is lower as they in-
creasingly choose either low or high educational attainment levels. Empirical evidence
confirms these predictions and it shows that the pattern goes hand in hand with progress-

ing labor market polarization.

Another prediction of the model relates to upward mobility for children from low-income
parents. As cross-generational transitions out of manual occupations are less likely with
a falling price for information and communication technology capital, labor market po-
larization impedes social mobility for children whose parents work in these occupations.
Precisely, a one percentage point increase in labor market polarization measured by the
decrease in routine employment shares reduces the expected rank of children from low-

income parents by .57.

These findings are important as they highlight impact of labor market polarization with
educational choice as a key channel on intergenerational mobility. They show that parents
involuntarily pass the detrimental impact of labor market polarization on their children by
limiting the set of educational choices they can make. These results also speak to the on-
going technological advancement such as robotics and artificial intelligence. They show
that in order to allow children from all backgrounds to achieve their potential in the fu-
ture, it is crucial to identify vulnerable occupations and insure the opportunity of high

educational attainment of the children of such workers.

The second essay (Chapter 3) demonstrates how firms’ contribute to the gender wage gap
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and decomposes the firm pay-differentials into a within-firm component and a between-
firm component, which are of equal importance. The latter drives the rising gender wage
gap over the life cycle, and policymakers can address it with multiple family policies,
which focus on encouraging and enabling women to return fast to the labor market after

maternity leave.

The decline in gender gaps with respect to education, employment and wages have shrunk
is one of the strongest trends in the second half of the 20™ century. Yet, in the last two
decades the gender pay gap only shrank slowly despite a substantial gap of around 14 per-
cent between men and women with similar observable characteristics in Europe. At the
same time, firms — in the form of pay premia — have been associated with rising overall
wage inequality. The paper therefore concentrates on how firm pay-differentials affect the

pay gap between men and women.

The first step is to estimate the overall contribution of firm pay premia to the gender wage
gap. Similar to the previous literature, the paper focuses on the lower-bound estimate and
find that pay premia contribute at least 36 percent to the gender wage gap in 2014. How-
ever, the paper uncovers strong heterogeneity across countries, ranging from 11 percent

for France up to 77 percent for Hungary.

Next, the study decomposes the firms’ contribution into a within-firm and a between-
firm component. Both components are equally important in 2014, before the within-
component played a slightly larger role. Overall, the decline in the gender pay gap be-
tween 2002 and 2014 is largely driven by the former, while the latter is largely unchanged

over time.

The paper then examines the role of both components for various demographic groups,
differentiating by education and age. The within-firm component declines the strongest
within the group of employees with primary education and less for the group with sec-
ondary and tertiary education. The decline in the within-firm component for the group of
employees with tertiary education is completely offset by a rise in the between-firm com-
ponent. This finding is consistent with previous findings of glass ceilings in Europe, but
instead of not having access to high-paying positions within firms, high-skilled women

tend to not work for high-paying firms.

The analysis of both components by age group shows that, on average in Europe, the
within-firm component matters more than the between-firm component for female labor
market entrants. This result is indicative of discrimination towards women, potentially
based on future fertility concerns, at an early career stage. However, the between-firm
component increases over the life cycle, and is more important after the age of 40. The
paper shows that the well-known pattern of rising gender pay gaps across the life cycle

is driven by the between-firm component. On the other hand, the within-firm component
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stays largely constant across the life cycle.

The last step of the paper is to investigate how institutional settings relate to each com-
ponent. Specifically, the study relates the within-firm component to firm-level differences
in the incidence of collective bargaining, and the between-firm component to family poli-
cies. The results suggest that less centralized bargaining is associated with smaller gender
wage gaps. One potential explanation is that under central bargaining regimes, actual
wages differ stronger from negotiated wages, where the former includes bonus payments,

and from which men benefit more often than women.

Finally, the paper considers eight family policy indicators and their relationship with the
between-firm component for all age groups and by age category. The paper conducts the
analysis by age group as the between-firm component is rising substantially over the life
cycle. Extending childcare enrolment of young children and reducing the length of ma-
ternity leave benefits reduces the between-firm component of the gender pay gap for age
groups after family formation, but not before. The impact peters out over the life cycle,

but the findings indicate that they have a long-lasting impact.

The findings in this study are meaningful for various reasons. First, they show that firm
pay premia form a substantial share of the gender pay gap. Second, they contribute to
the rise over the life cycle though the between-firm component. This implies that women
tend to work in low-paying firms after family formation. Third, carefully designed family
policies have the potential to reduce the between-firm component and help to reduce the

gender wage gap in the future.

The third essay (Chapter 4) shows that the rise of import competition from China ad-
versely affects manufacturing workers in Europe in terms of employment, and labor mar-
ket frictions exacerbate this detrimental outcome. At the same time, the public sector

tends to absorb the negative impact.

There has already been a debate in the 1990s as to whether trade with low-income coun-
tries has any repercussions on workers’ wages in advanced economies. However, the
debate ended prematurely and inconclusive, partly because imports from low-income
countries were small. The rise of China in global commodity markets, in particular in
combinations with its entry into the WTO in 2001, and its consequences on manufactur-
ing workers in the United States has been subject to recent public and academic debate.
However, the percentage change of Chinese imports in Europe has risen more compared
to the United States between 2002 and 2006.

Previous studies focusing on either the United States or single European countries typi-
cally find a detrimental impact of Chinese import competition on manufacturing employ-

ment in more exposed regions. However, the actual impact varies substantially despite
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the same estimation strategy. One potential explanation for the heterogeneous findings
are differences in labor market institutional settings of the countries under scrutiny. One
source of labor market frictions is strict employment protection legislation on permanent
contracts, which is associated with a stronger use of temporary contracts. To capture
temporary contracts associated with strong employment protection legislation, this study
uses the incidence of involuntary reallocations in and out of temporary employment at the

regional level.

The first step of this study is to investigate whether labor market frictions condition the
employment response of the manufacturing sector. The findings indicate that higher labor
market frictions exacerbate the impact of import competition from China on manufactur-
ing employment shares relative to the working-age population. In magnitude, the adverse
impact of Chinese import competition on manufacturing employment is larger in Europe
compared to the United States. One potential explanation is that employers in Europe
only adjust in terms of employment as this study finds no impact of import competition on
wages, independent of the level of labor market frictions. However, for the United States
previous research found negative wage effects of Chinese import competition, meaning

that employers adjust on both margins, employment and wages.

The second contribution of the study is to examine whether any sector of activity absorbs
the detrimental impact on the manufacturing sector, or whether displaced manufacturing
workers become unemployed or drop out of the labor force. Other sectors in the economy
are indirectly affected by Chinese import competition for two reasons. First, the sectors
get access to cheaper goods, which may lead to higher demand in labor if the demanded
goods are complementary to labor. Second, labor supply choices of displaced workers
change, they can choose not to supply labor any more or choose to supply labor to an-

other sector in the economy.

In order to determine whether a particular sector or non-employment alternative absorbs
the detrimental impact on the manufacturing sector, the paper repeats the same analysis
as for the manufacturing sector for private services, construction, public services, the un-
employment rate and the labor force participation rate. The results show that the public
services sector, which encompasses health and education occupations, rises the most with
higher import exposure. Other sectors of activity, such as construction, do not show any

significant response due to Chinese import competition.

These findings are relevant because they show that labor market frictions matter when the
economy faces import competition from low-income countries. Therefore, policymakers
should try to reduce labor market frictions with carefully designed labor market institu-

tional settings. Further, policymakers need to consider how to support workers who do
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not benefit from globalization, either in the form of moving or retraining subsidies.

Lastly, Chapter 5 offers a conclusion.



Chapter 2

Labor Market Polarization and Intergenerational

Mobility: Theory and Evidence

2.1 Introduction

The “American Dream” allows everyone to be successful regardless of their geographic
and family background. However, the United States has turned into one of the least so-
cially mobile countries among advanced economies, and with stark differences within
the United States. Chetty et al. (2014) provide evidence of large differences in upward
mobility across US commuting-zones ranging from the most mobile to the least mobile
among developed countries. Since the 1980s, many advanced economies including the
United States have experienced strong labor market polarization. It is defined as the de-
cline in routine occupations and the simultaneous rise of both low-income manual and
high-income abstract employment. Autor and Dorn (2013) show that the decline in rou-
tine employment also depends on local factors.

This paper establishes a causal relationship between labor market polarization and inter-
generational mobility. Labor market polarization can lower equality of opportunity for
children from a low-income background via two channels, namely labor supply and la-
bor demand. The first mechanism relates to educational choice, where the highest level
of education yields the largest returns, i.e. the wage of an abstract job, but also incurs
the highest institutional cost. Children from low-income families are less able to finance
college tuition or they are more reluctant to take up a loan to pay for college education.
These limited financial resources imply that they opt for either routine or manual jobs.
The former also incurs an institutional cost, and considering declining wages (together
with falling employment) of routine occupations, obtaining secondary education for tak-
ing up routine employment reduces lifetime utility. Therefore, labor market polarization
influences education choices of younger generations.

The second channel refers to labor demand, i.e. how many jobs in routine occupations
will be lost due to the acquisition of computer capital. Jaimovich and Siu (2012) im-
plicitly provide evidence for the labor demand channel by showing that in all recessions

since 1991 jobless recoveries are strongly related to the decline in routine employment.



CHAPTER 2. POLARIZATION AND INTERGENERATIONAL MOBILITY

Along the same line, Hershbein and Kahn (2018) use vacancy-postings and show that the
demand for routine skills falls and confirms with the interpretation of firms restructuring
of production toward routine-biased technologies and higher-skilled workers. The influ-
ence of business cycle fluctuations on routine employment and the evidence from vacancy
postings is in line with a changes in changing demand for task types.

To fully understand the implications of labor market polarization on equality of opportu-
nity across the income distribution, I set up a simple model drawing on existing models
for educational choice and labor market polarization. The model builds on the standard
features of the task framework from Autor et al. (2003) and more formalized in Autor and
Dorn (2013). The final tradable good is produced with three types of labor, namely man-
ual, routine and abstract, and it features substitutability between routine labor and capital.
Over time, labor market polarization is driven by an exogenous decline in the price for
capital as in Davis et al. (2020). In order to capture spatial patterns, I assume exogenous
local productivity differences, which allows me to further characterize regions in terms of
population size, and how locations differ in their degree of labor market polarization.
Households are characterized by an overlapping-generations (OLG) model with educa-
tional choice similar to Maoz and Moav (1999). I assume that individuals are upward
mobile if they choose a higher level of education than their parents as returns to education
rise with educational levels. Congruent with the task framework, I assume three levels of
educational attainment, which differ in their costs. Individuals face educational frictions
to attain education, such as ability. The education choice depends on parental transfers
and future wages in each sector. The latter is crucial to understand education decisions in
the face of labor market polarization, which reduces routine wages, and therefore returns
to secondary education. Keane and Wolpin (2001) highlight the importance of parental
transfers for the young generation to finance educational attainment. Further, they help to
understand which increasingly individuals choose primary and tertiary education.

The model delivers multiple testable predictions with respect to intergenerational mobil-
ity across time and space via educational choices. As the price for capital, and hence
routine wages, falls over time, the model predicts less occupational cross-generational
transitions for children whose parents work in either manual or abstract occupations, and
more transitions in both directions for children whose parents work in routine occupa-
tions in all locations. This translates into less upward mobility for children from parents
in manual occupations. High productivity pushes up wages in all occupations, therefore
population is larger in more productive locations, which in turn raises housing prices un-
til real wages are equalized across space. Consistently, routine employment is higher in
more productive regions, creating a stronger incentive to destroy routine jobs. Therefore,
high-productivity locations demand more capital, and experience stronger labor market
polarization, and therefore lower upward mobility. As upward mobility is defined as a

cross-generational transition if a child acquires a higher level of education than their par-
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ent, these model predictions imply that labor market entrants increasingly choose “polar”
educational attainment.

In the next step, I confront the main model predictions with the data. First, I test the key
prediction that labor market polarization reduces intergenerational mobility across space.
Exploiting commuting-zone variation, I identify the causal impact of labor market polar-
ization on intergenerational mobility using an instrumental variable specification, which
allows me to circumvent various issues of endogeneity. Based on the model and previ-
ous findings by Autor and Dorn (2013), I use historical density and routine intensity as
instruments for labor market polarization. I take data on intergenerational mobility from
Chetty et al. (2014) and use absolute upward mobility as a benchmark measure because it
concentrates on outcomes for children from the 25" percentile of the parental income
distribution. In line with theoretical predictions, empirical evidence suggests that la-
bor market polarization significantly reduces intergenerational mobility for children from
low-income parents.

To test whether the key model prediction holds over time, I estimate the intergenerational
elasticity (IGE) depending on parental occupational background using the Panel Study of
Income Dynamics (PSID). Specifically, I estimate IGE for children whose parents work
in manual, routine or abstract occupations based on the definitions by Autor and Dorn
(2013). The results confirm the model predictions, namely a higher IGE for children with
parents in manual and abstract occupations, while it is lower when parents work in rou-
tine occupations. This is because children with parents in routine jobs, i.e. the middle
class, experience more cross-generational transitions and are more probable to enter ei-
ther manual or abstract employment. Importantly, this pattern develops over time, and
first emerges after the investment boom in capital during the 1990s. These findings are
in line with “stickiness” among the richest and poorest in society as found by Blanden
et al. (2004) for Britain and the U-shaped pattern of intergenerational mobility for the US
found by Palomino et al. (2018).

In the last step of the empirical exercise, I confirm that educational attainment is polariz-
ing over time, that it is geographically linked to labor market polarization and depends on
family background. I start by showing that education became more polarized in the United
States between 1970 and 2018 among labor force participants between 20 and 29 for the
United States as a whole. The major increase in educational polarization occurs between
1990 and 2000, which also coincides with the investment boom in capital in the form
of information and communication technology. Next, I use the PSID to compute family
premia based on Checchi et al. (2013) and polarization indices for various degrees based
on parental backgrounds. Third, I exploit variation across time and commuting-zones to
show that labor market polarization increases educational polarization. Last, using the
Current Population Survey (CPS), I estimate a linear probability model, which provides

evidence that educational stickiness is stronger if labor market polarization increases.
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The results indicate that a one percentage point increase in labor market polarization de-
creases the expected rank of children whose parents are at the 25" percentile of the income
distribution by .57 ranks in the national income distribution. This is a sizeable economic
effect of labor market polarization on intergenerational mobility as children in commut-
ing zones without labor market polarization would be ranked 4.42 percentiles higher than
children from the median-hit commuting zone. This roughly translates into 13.79% higher
incomes, which is equivalent to nearly 3600 USD.!

Labor market polarization of wages and employment driven by automation is closely
linked to income inequality as argued by Acemoglu and Restrepo (2020). Krueger (2012)
and Corak (2013) highlight the negative link between income inequality and intergenera-
tional mobility, a relationship known as the Great Gatsby curve. It holds across countries
and within the United States over time. This relationship is relevant because it implies that
higher inequality, usually measured with the Gini coefficient, magnifies the “persistence
in the advantages and disadvantages of income passed from parents to the children”. At
the same time, stronger labor market polarization is also associated with widening wage
inequality. However, the underlying mechanisms how income inequality impacts upward
mobility are opaque.

Linking labor market polarization to intergenerational mobility has two major advantages
over the link between income inequality and social mobility. First, the Gini coefficient is
an annual snapshot of inequality, when, as noted already by Sahota (1978), most policy
advice to reduce income disparities is concerned with lifetime inequality. Huggett et al.
(2011) find that initial conditions (as of age 23) account for 61.5% of lifetime earnings,
confirming that policy should focus on affecting early decisions to accumulate human
capital. Labor market polarization, compared to inequality as an outcome variable, di-
rectly affects the decision of human capital investment towards either high-or low-skill
education, which implies higher lifetime inequality. In the same vein, Dabla-Norris et al.
(2019) show that especially young workers have to adjust to the evolution of labor mar-
kets.

The second advantage of using labor market polarization over income inequality refers
to the differences in quality of jobs associated with low- and high-skilled employment.
The quality of jobs encompasses a multitude of different characteristics, Osterman and
Shulman (2011) argue that quality of jobs is also polarized, with “good” jobs providing
anywhere from living to astronomically high wages, benefits, opportunities for advance-
ment and training, and “bad”, dead-end jobs without career-progression possibilities and
paying minimum or near-minimum wages. They claim that about 25% of all jobs in the
United States are “bad” jobs. Major et al. (2019) also mention the changing nature of
jobs, i.e. they refer to jobs in the gig economy, which has created millions of manual jobs

often done by the solo self-employed, lacking security, progression or rights. Harrison

I See Chetty and Hendren (2018b).
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and Bluestone (1990) argue that the introduction of new management practices, which
focuses on making labor, in particular low-skill labor, a more variable factor of produc-
tion fostered wage polarization in the United States.

A large recent literature focuses on various explanations of intergenerational mobility, in
particular sparked by Chetty et al. (2014). The authors sort factors which have been asso-
ciated with intergenerational mobility in the literature into various categories. The avail-
ability of intergenerational mobility within the United States provided by the Equality of
Opportunity Projects sparked a surge in estimating causal impacts of factors associated
with upward mobility. A non-exhaustive list of this research includes Chetty and Hendren
(2018a) and Chetty and Hendren (2018b), who investigate the impact of neighborhoods
on children outcomes and find strong childhood exposure effects. Gallagher et al. (2019)
identify the importance of family structure. Sharkey and Torrats-Espinosa (2017) examine
how exposure to violent crime reduces intergenerational mobility. Andrews et al. (2017)
show that areas with higher historical racial segregation exhibit lower levels of upward
mobility.

This study contributes to the rising literature investigating the determinants of intergen-
erational mobility by investigating the role of labor market polarization and automation.
Rothstein (2019) focuses on the quality of schools and their effect on intergenerational
mobility, but finds little evidence that school quality plays a significant role. He con-
cludes that the structure of local labor markets is a likely factor influencing economic
mobility.> Tan (2019) provides evidence that labor markets matter historically, in partic-
ular industrial job opportunities were important drivers of upward mobility in the early
20" century.

This paper is closest to Addo et al. (2020), who focus on two margins of adjustment
to technological progress, namely a within-generation reallocation of labor and cross-
generational adjustments in the skill distribution. They provide evidence that the re-
cent trend of innovations towards cognitive occupations affected the young generation
stronger. They highlight that technological transitions are slower and more unequal if
innovations are directed towards skills which are not abundant in the contemporaneous
labor force. The main difference between the two papers is that I focus on the impact of
the young generation across the parental income and skill distribution, and analyze how
labor market polarization - driven by automation - impacts various labor market outcomes
of children from different parental backgrounds, specifically educational choice and in-
tergenerational mobility.

In the next section, I outline the theoretical framework combining existing models of ed-
ucational choice and labor market polarization. Section 2.3 presents all data sources used

in the empirical analysis, in particular the Decennial Censuses, the Panel Study of Income

2 He also mentions job networks and marriage markets as other determinants of intergenerational mobility.
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Dynamics, and the data on intergenerational mobility by Chetty et al. (2014). Section 2.4

takes the model predictions to the data. Section 2.5 concludes.

2.2 Theoretical framework

In this section, I build a model incorporating the task framework as in Autor and Dorn
(2013) into an overlapping-generations model where individuals choose their education as
in Maoz and Moav (1999). The model features the substitutability between routine labor
and capital, and exogenous location-specific productivity differences. Individuals choose
between three levels of educational attainment, and their education decision depends on
parental bequests and future wage ratios. Primary education allows individuals to work in
manual employment, secondary education in routine employment, and tertiary education
in abstract employment.

The key predictions of the model relate to how labor market polarization affects educa-
tional choice, and therefore intergenerational mobility, across time and space. First, as the
price for capital is declining exogenously over time, individuals from all backgrounds are
less likely to choose secondary education. Therefore, the share of routine employment
declines over time, while the employment shares of manual and abstract labor increase.
The second key prediction applies to regional variation in labor market polarization due to
idiosyncratic demand for capital. Exogenously more productive locations demand more
capital, and therefore labor market polarization is stronger. As a consequence, the adverse

impact on children from low-income parents is stronger in more productive regions.

2.2.1 Production technology

The economy produces a final good in every period ¢ combining labor of three different
skill-levels and capital. The good is tradable at no costs across locations, and is produced

with the following production technology:

Ir
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AjF(Lyji,Lrji,Laje, Kjt) = A; [AmLY'"

where A; denotes total productivity in location j, and A; represents factor-augmenting
technology for employment type i € {a,m,r}, where a stands for abstract (high-skill), m
for manual (low-skill) and r for routine (middle-skill). L;;; indicates employment of type
i in region j at time 7. The fourth factor of production is capital K, which also provides
routine tasks. To assure substitutability between routine labor and capital, it must hold
that v, < 6. Capital often refers to information and communication technology (ICT), and
encompasses both hardware and software.

The production of capital (K;) is analogous to Davis et al. (2020), and is produced using
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the following technology: .

G

where Q; is the amount of final goods and {; is a technology parameter. Perfect competi-

K =20, (2.2)

tion for the intermediate good implies:

Pk =G (2.3)

The technology parameter, and hence the price of ICT capital, declines exogenously over
time. Unsurprisingly, a lower price for capital induces a larger capital stock in the econ-
omy, as %—Ié’ < 0. For simplicity I assume that capital as an intermediate good fully depre-
ciates every period.

As Davis et al. (2020) explain, the intermediate good K; has two interpretations: first, it
is a capital good that substitutes for middle-paid labor as in Autor and Dorn (2013). With
this view, ; is a parameter that governs the efficiency of producing the capital good. The
second interpretation is that K; is an imported intermediate and {; then denotes the terms
of trade. As a result, a drop in py; could be either due to routinization, i.e. a drop in the
price of computer capital, or due to offshoring, i.e. a drop in the domestic price of the
intermediate import due to technical progress abroad or the removal of trade barriers.

All firms are price-takers and do not affect wages. Wages are determined simultaneously
for all skills i and all locations j. The price of capital is governed by the exogenous
technology parameter {;. The firm’s profit maximization problem takes on the following

form:

max AF (Lyji, Lyj, Laji, Kjt) = Y wijiLiji — prekj, (2.4)
vt LijiVi

where the first-order conditions (FOCs) of each labor type and capital are equal to the
respective wage and the price of capital, respectively. The constraint is that each labor
type and capital are greater or equal to zero, i.e. L;j; > 0Viand K;; > 0.

I derive the FOCs for each employment type (L;;,) and capital (Kj;), which hold in each

location j:
=1
Winjt = AfYmAmLpyy Vj (2.52)
r—0
et = AP (AL, + AKS) T AL ) (2.5b)
=1
Wajt :AjYaAa th Vj (2.5¢)
) N | -
P =AY (ALY + AKS) T ATV (2.5d)
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The FOCs in equations (2.5a) to (2.5¢) reveal that wages of each skill type i depend on
four factors. First, on location-specific exogenous productivity A ;. Second, on the output
elasticity of each labor type 7y;. Third, the skill-specific productivity parameter A;, and
fourth, on labor input of the specific skill L; ;. Additionally, the wage of routine workers
also depends on the capital stock. Due to the substitutability between routine labor and
ICT capital (y, < 0), a rising capital stock decreases returns to routine tasks.

Manual and abstract wages are unaffected by falling capital prices. While the substi-
tutability between routine labor and capital is common to the literature on labor market
polarization, it is more divided on how ICT capital affects the wages of extreme skills.
Autor and Dorn (2013) assume complementarity between computer capital and abstract
labor, Davis et al. (2020) indicates complementarity of capital with both high and low-
skilled workers. vom Lehn (2019) allows for the most flexible specification with three
nests in the CES production function. He argues that ICT capital is complementary to
abstract labor, and that the relationship of manual employment with other employment
types is more ambiguous. For simplicity, I follow Eeckhout et al. (2019) and assume that

ICT capital has no impact on manual and abstract wages.

2.2.2 Education decision

Each household consists of one parent and one child, and each individual lives for two
periods. Individuals gain utility from consumption in the first period, and from consump-
tion, housing and bequests to their children in the second period.> Workers of all types
are perfectly mobile across regions without migration costs, implying utility equalization
for a given type across locations. All individuals have the same preferences according to

the log-linear utility function:

Uij = log Uijs + log Ujji+1, where (2.6)

Uij, = Cijt, and (2.7)
1—o—

Uij1 = C%th?jt—i-lxijtfl P (2.8)

where c;j; and ¢;j;41 denote consumption of an individual i born in period ¢ and living in
region j in the two periods of her life (t and 7 + 1), h;j;+ | represents housing costs and
X;jr41 illustrates the transfer to her child. The bequest motive does not differ between the

different types of individuals. Relaxing this assumption would reinforce the results of the

3 I am using the terms “bequest” and “parental investment” synonymously. This is because the former is
used in the previous literature, but it can also be interpreted as the latter because education takes place
during the first period in life, hence parents need to invest the money at the beginning of the first period,
not at its end.

14



CHAPTER 2. POLARIZATION AND INTERGENERATIONAL MOBILITY

model.*

In the first period, individuals receive parental bequests from which they finance current
consumption and their education. Similar to Maoz and Moav (1999) and Owen and Weil
(1998), financial markets where individuals can borrow to finance higher levels of educa-
tion are absent. This is in line with the argumentation by Tobin (1982) that lenders do not
accept future human capital as collateral. In the second period, households obtain a wage
according to the education they obtained in the first period and divide their labor income
between consumption, housing and bequest to their children. Hence, households face the

following budget constraints:
Xijt = Cijr +0;Tijs (2.9a)
Wijt+1 = Cije+1 + Pjrt1ije1 + Xije+1, (2.9b)

where §; symbolizes institutional costs for the three different types of education, and 7;
indicates individual educational frictions.” Hence, total education costs depend on insti-
tutional costs and individual educational frictions.

Individual educational frictions raise the costs of educational frictions and are paid in the
form of first-period consumption. They can be thought of as a function of various fac-
tors, e.g. inverse ability as in Maoz and Moav (1999) and Abraham (2008), informational
constraints, family support and engagement as highlighted by Mayer et al. (2019), pref-
erences, or access to funding.® For simplicity, and in line with Papageorge and Thom
(2020), individual educational frictions are independent from parental background. Re-
laxing this assumption and allowing for a positive relationship between parental invest-
ment (reflecting parental income) and individual educational frictions would reinforce the
results obtained below. The distribution of educational frictions is constant across lo-
cations and time. For simplicity, I assume that educational frictions T;j; are uniformly
distributed (within and across cities) in the interval (t;;,T;j:), where T;;, equals minimum
educational frictions, and 7;j; indicates maximum education frictions. The higher educa-
tional frictions, the stronger the payment towards educational attainment in the form of

consumption in the first period.

4 Empirical evidence that high-income parents have a higher bequest motive is shown by e.g. Menchik
and David (1983), and I show below that parents with higher incomes provide more support to their
children.

3 Usually, models considering intergenerational mobility and educational choice consider only two types
of education, namely unskilled vs. skilled. One notable exception is Fender (2005), who extends the
standard framework by considering self-employment and by introducing a third period, giving agents
the chance to choose a sector of work over two periods of their lives.

6 Albeit I abstract from this issue in the model, educational frictions can also be driven by lower access
to higher education as highlighted by Hillman (2016).
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Institutional costs take on the following form:

0 individual acquires primary education
d; = ¢ 1 individual acquires secondary education

z individual acquires tertiary education,

where I assume that primary education does not incur costs, which holds in advanced
economies as compulsory basic education is provided freely and equally to all children.
Let z > 1 denote the time-invariant cost of tertiary education relative to secondary educa-
tion. Importantly, there are no differences in educational quality by region.

There is no uncertainty in receiving the according wage of household i in the second pe-
riod of her life, for which the individual gets an education during the first period. For
notational purposes, it is important to mention that the level of educational frictions (T;;,)
is the only parameter in the model, which varies across individuals. As soon as an indi-
vidual has sorted herself into one level of education, and implicitly occupational group,
workers are identical within each group. Therefore, I denote i for each group instead of

for each individual household. Future labor earnings are:

Wmnjt4-1 if 5,‘ =0
Wijt+-1 =  Wrjt+1 if §;,=1

wajrr1  if 8=z,

where, as before, m,r and a represent the different types of labor in production, namely
manual, routine and abstract, respectively.

Since the utility function is separable and there are no capital markets, the individual’s
maximization of utility can be done backwards in two stages. First, the individual decides
on how to allocate her labor income in the second period between consumption, housing
and bequest, and then the individual decides on the level of human capital in the first
period. The second period maximization implies solving:

1_ —
Z(Wijrr1) = max(cz(‘);'t—klh?jmlxijtgl B) 5.4.(2.90)

The maximization of the second period yields the respective equilibrium allocation of

* * _ BWijz+l .
ijt+1 el = et Plugging

these results back into z(w;j,+1) gives the indirect utility for the second period. Due to

resources, with ¢ = OlWjjr+1, x;."th =(l—o—PB)wjji+1 and h

perfect labor mobility, utility is constant across locations in every period. In what follows,

for notational simplicity I will compare two cities instead of a number of J cities, but the

results hold without loss of generality. Using the result for optimal housing expenditure
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(h;‘jt +1)» L can show that wage ratios across cities relate:

WiBlf:W’;’ V i€ (m,ra). (2.10)
Py Py

Equation (2.10) indicates that real wages for a given occupational group are constant
across cities. This finding and the assumption of no migration costs allow me to concen-
trate on educational choice of individuals within a location and to concentrate on nominal
income differences between occupations.

Individuals face two simultaneous choices about educational choice, namely whether to
choose primary, secondary or tertiary education. To determine the “marginal” individual,
1.e. the individual which is indifferent between choosing between two levels of educa-
tional attainment, I always compare lifetime utility for two education levels. This yields
two thresholds of educational frictions for each parental background, and hence I obtain
six six thresholds of educational frictions in total. I use the optimal allocation of resources
in the second period and plug them into the utility functions from equation (2.6) and ex-
ploit equation (2.9a) in order to determine the educational choice. To illustrate the choice
problems individuals face, I illustrate two choice problems. Children whose parents work
in a manual job, and who choose between primary and secondary education. She will

choose secondary education, i.e. routine employment, if and only if:

log (xmjt - Tijz) +1ogwrji+1 > log Ximjt +10g Winjr+1-

Analogously, a child whose parents in routine employment, and who chooses between

secondary and tertiary education. She will choose tertiary education if and only if:
log (xrjr — 2Tijt) + 108 Wajr1 > 10g (Xrjr — Tijt) +10g Wrjr+1.-

From these two examples of the six choice problems, it follows that she will invest in the
higher level of educational attainment if educational frictions T;j, are small enough, i.e. if
educational costs are not too high. Let %;; denote the critical value of educational frictions
for the marginal individual i, i.e the individual indifferent between the two choices. The

six thresholds take on the following form:

N Wmjt+1 N Xmjt Wi jt+1
mr J ma J J
Tijt :xmjl [1 _—:|7 (211) Tijl‘ = |:1 - . (212)
Wrjt+1 Z Wajt+1
Wrjt+1
n Wmjt+1 xrj[ |:1 T Wy ]
m ) ] ~ ajt+1
TUt — .er[ |:1 - —:| ) (2'13) T:j?t - Wrjrt1 (2'14)
Wrjt+1 ~ Wanr1
J
X w, Xaje |1 — DL
~am ajt mjt+1 ~ aj Wajt+1
o — [1 _ —] 2.15) o — ] (2.16)
Z Wajt+1 T Wajit1
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where the first letter of the superscript indicates the occupation in which the individ-
ual’s parents worked, and the second letter where the individual works in the second pe-
riod. For example, in equation (2.11), the individual’s parents worked in manual employ-
ment, and the individual chooses routine employment if her level of educational frictions
is below the threshold value ’T:;’J’t’ . I define “upward mobility” with respect to education -
and hence implicitly for occupation and income - if the individual chooses a higher level
of education than her parents. Downward mobility is defined as the case where the indi-
vidual chooses a lower level of educational attainment than her parents.
All thresholds of individual educational frictions are expressed as a function of future
wages and of the transfer received individual received from her parents. The components
of the threshold functions are similar to Maoz and Moav (1999), Owen and Weil (1998)
and Galor and Tsiddon (1997). The inclusion of future wages implies perfect foresight of
how wages develop in the future with declining price for capital. Parental transfers play
a crucial role in educational choice. This finds empirical support by Keane and Wolpin
(2001), and I also provide evidence for stronger financial support by more affluent parents
in the empirical section.
I conduct a comparative statics analysis in order to understand how parental bequests
and future wages affect the thresholds of educational frictions. Note that the threshold is
continuous and differentiable with respect to parental investment x;j,, and future wages.
Consider w; ;11 the wage for the employment type which requires a relative lower level of
educational attainment (numerator), and wy ;1 the wage for the employment type which
requires a higher level of educational attainment (denominator). The comparative statics

> OWjjrsl

reveal the following: % >0 < 0and 5 > 0. In words, these findings imply
ijt

7
that higher bequests and a rising wage in i’ raiséltt+llle threshold of educational frictions,
implying that the marginal individual faces higher constraints. This, in turn, means that
upward mobility is more likely to occur as more individuals will enter the sector requiring
a higher level of education. On the other hand, if wages in i are rising, then the marginal
individual has a lower level of educational frictions, and thus less upward mobility takes
place.

When tertiary education, i.e. working in abstract employment, constitutes one side of
the choice problem, then the threshold function of individual educational frictions also
includes the costs of tertiary education z. The derivative sign of each threshold including
these costs is negative with respect to z, i.e. ag—;j’ < 0. This comparative static indicates
that the marginal individual has a lower level of educational frictions T;;, if the costs of

tertiary education are rising. In other words, upward mobility (from parents with either

manual or routine employment) is more difficult if the cost of tertiary education is high.
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2.2.3 Upward and Downward Mobility

The model predicts how intergenerational mobility changes due to rising automation of
routine tasks varies in two dimensions, namely across time and space. The first dimension
emerges because the technology parameter {; falls exogenously over time. The declining
price for ICT capital implies a rising capital stock in the economy. As ICT capital per-
forms routine tasks, this development has a detrimental impact on routine wages. There-
fore, the returns to secondary education fall, while a higher capital stock does not directly
affect the returns to primary nor tertiary education, i.e. manual and abstract employment,
respectively. In the choice problem of educational attainment, the wage ratios between

different task types matters and influences the level of individual educational frictions.

Proposition 1 Polarization over Time Assume substitutability between routine labor and
aerl

capital, i.e. Y, < 0. Substitutability implies K,
J!

< 0Vj. Then educational choice of indi-

Amr Arm

viduals polarizes over time as the capital stock increases because awijt-, > 0 and aW"ji > 0,
rj rj

ot e . .. .. . .
and = < 0 and s~ < 0Vj. The first two derivatives indicate that falling routine wages
Jjt aert

ow,

induces more individuals whose parents work in either manual or routine employment to
acquire primary education instead of secondary education. The latter two derivatives in-
dicate that falling routine wages induces more individuals whose parents work in either
routine or abstract employment acquire tertiary education instead of secondary educa-
tion.

Proof see Appendix 2.A.

The second dimension concerns difference in cross-generational transitions in educa-
tion, and therefore occupational type and income, across space. The underlying idea is
to determine whether demand for capital is location-specific. Locations only differ by
their exogenous productivity level A;, i.e. some locations have a higher absolute advan-
tage across all employment types. As argued before, the locations-specific productivity
parameter is a determinant of wages for all skill types. Before turning to the actual pre-
diction of interest, I derive a key property as to how locations differ due to differences
in absolute advantage in production of the final good, which I will also exploit in my
empirical analysis. As noted above, I will compare two cities instead of a number of J
cities without a loss of generality. In what follows, I always assume that productivity in
location 1 is higher than in location 2, i.e. A| > Aj.

This property concerns the population size (and density) of different locations. The local
population is equal to the sum of labor demands for all three employment types in all
locations. This is due to the assumption that every individual in the second generation is

in employment.” It is directly visible in Appendix 2.B that labor demand for both manual

7 Due to the assumption of two members in each household (young and old) in every period, children do
not change this model prediction.
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and abstract labor are higher in the more productive location, i.e. location 1. In order
to determine location size, the crucial part is to identify where labor demand for routine
occupations is higher. After a proof via contradiction, it is clear that the demand for rou-
tine occupations is higher in location 1 as well. Subsequently, as all labor demands are
higher in the more productive location, this region is also larger in terms of population.
Assuming the same area for all locations, a higher population size in a region translates

directly in higher density in the same location.

Proposition 2 Population Size Assume Y, < 0. A; > Ay — S| > S», i.e. population in
location 1 is larger than location 2. Given the assumption that area size is equal across
regions, then location 1 exhibits higher density than location 2.

Proof see Appendix 2.D.

Now I turn to the second dimension how intergenerational mobility is heterogeneous
across space due to idiosyncratic demand for capital. From Proposition 1, I know that
a rising capital stock in the economy reduces cross-generational transitions with respect
to education, occupation and income. If the demand for capital is location-specific and
related to the previous three properties, then the location demanding more capital will
experience stronger polarization in educational choice than the location demanding less
ICT capital.

Proposition 3 (Polarization across Space) Assume 7Y, < 0. Ay > Ay — Ky > Ky, ie.
location 1 demands more capital, and therefore experiences stronger polarization in edu-
cational attainment than location 2.

Proof see Appendix 2.E.

The model predicts higher demand for capital for the more productive and more pop-
ulous region. This is driven by the combination of substitutability between routine labor
and capital and a larger absolute number of routine workers in the more populous loca-
tion. The latter result formulated in Proposition (2) implies that there is greater potential
for substitution between routine labor and capital in the larger location. In line with Davis
et al. (2020), relative exposure is not the key driver that explains the destruction of middle-
paid jobs in a given location. Instead, the falling price of computer capital is a necessary
condition for the destruction of routine employment, but it is not sufficient. The sufficient
condition is that there needs to be an incentive to destroy these jobs. In the model, the
incentive to destroy middle-paid jobs depend on regional characteristics, primarily higher
absolute advantages across all task types. The higher absolute advantage also manifests
itself in housing prices, location size and thick tails.

Figure 2.1 shows the uniform distribution of educational frictions and the six thresholds

of educational choice for two different states of the economy, one with a low and one
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with a high capital stock. The former can reflect either the economy with a high price
for capital or a low-productivity location, while the latter can be interpreted either as the
economy with a low price for the intermediate good or as a location with high produc-
tivity. It reveals how the thresholds differ qualitatively based on the model predictions
discussed above. The distribution of educational frictions ranges from its minimum value

Tjj; to its maximum T; j;
Figure 2.1: Education Thresholds

(a) Mobility Thresholds with Low Capital Stock
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(b) Mobility Thresholds with High Capital Stock
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Notes: The figure depicts the thresholds of educational choice for two different levels of the of
the capital stock. All six thresholds depend on parental bequests and future wage ratios. The
upper panel shows the thresholds when the capital stock is low, and the latter when the capital
stock is high. The thresholds indicate that more cross-generational transitions occur in the former
compared to the latter. The areas with upward and downward sloping lines indicate the share of
children who transition from manual to abstract and vice versa, respectively. They are unchanged
in the model as capital does not impact their wage ratio. The areas with straight slopes indicate
the children who transition from either manual or abstract parents into routine employment. These
areas are larger in the upper panel as routine wages are falling less in a state with less capital. The
dotted area indicates the share of children who do not experience cross-generational transfers out
of secondary education. For the same reason, this area is also larger in the upper panel.

First, I describe how upward mobility changes with respect to education with labor
market polarization for children from parents working in the manual sector. Wages in
routine occupations are falling, while wages in manual employment are unchanged. This
creates an incentive to not invest in secondary education when the rise of computer cap-
ital is stronger. Hence, the threshold %;’},r in the lower panel of Figure 2.1 is shifted to
the left compared to the upper panel. This finding implies that the marginal individual
getting secondary education has lower educational frictions when the capital stock is low

compared to when the capital stock is high. Consequently, upward mobility between low-
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income and middle-income jobs is lower in the latter, i.e. in the lower panel, compared to
the former, i.e. the upper panel. In both panels, the area on the left with horizontal lines
between ’c;’}f‘ and ’Ac:’}tr is the fraction experiencing upward mobility from manual to rou-
tine, while the area right of the threshold %7},’ shows the share of children taking up jobs
in manual occupations because they did not afford more than basic education. Therefore,
the share of children from parents in manual workers also work in manual occupations.
Children with parents in the manual occupations can also exhibit upward mobility if they
attain tertiary education and earn the respective future wage. The threshold depends on
how wages in manual and abstract occupations change relative to one another. How-
ever, as argued above, the wage ratio between manual and abstract employment does not
change with respect to the capital stock. Hence, threshold ’Acl”}f is the same in both panels.
Specifically, the area between T;;, and %:’]’f with the upwardly sloped lines indicates the
share of children experiencing upward mobility from manual to abstract occupations. If
computer capital had an impact on wages for both types of employment, then it would de-
pend on the relative impact. Typically, and in line with skill-biased technological change,
abstract workers would profit relatively more than manual workers. Hence, the wage ratio
between manual and abstract employment would fall, and by implication shift the thresh-
old ’E;’}? to the right. However, higher costs z for tertiary education can counteract this
shift to the right.

Second, I examine the changing thresholds for children with parents working in routine-
intensive occupations, i.e. from the “middle class”. If individual educational frictions T;
are lower than the threshold ‘Ac;j‘-’t, then a child will enter abstract employment, whereas if
their individual cost is higher than critical value of ’Elr;“;, then they enter manual employ-
ment. In the former case, they exhibit upward mobility, and in the latter they are down-
ward mobile. With constant wages in manual and abstract employment and declining
wages in routine occupations, both thresholds are shifted stronger in opposite directions
when the capital stock is high. This means that children are more mobile in both direc-
tions. Specifically, children of parents in routine employment increasingly choose either
primary or tertiary education if the capital stock is high. Both shifts are reinforced by
falling bequests as equation (2.5b) shows that they are a function of routine wages for
children with this background. Finally, the dotted area in both panels indicates the inter-
val where children do not change the sector of employment relative to their parents, i.e.
they stay in routine employment. This area is smaller in the lower panel where the capital
stock is higher. The total amount of routine workers is the dotted area plus the two areas
with horizontal lines. In the upper panel all areas are larger compared to the lower one,
reflecting a decline in routine employment when the capital stock is high.

Third, the educational choice of children whose parents work in abstract occupations is
analogous to children from parents in manual occupations, just vice versa. That is, they

are more likely get tertiary education than secondary education for routine occupations
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in location j where the demand for computer capital is stronger than in location j’. This
is primarily driven by falling routine wages, but also reinforced by rising parental invest-
ment. This shifts the threshold ’Acf’]’t further to the right in location j, indicating lower
downward mobility for children whose parents work in abstract jobs. Analogously to the
argumentation for threshold ’E?J’f, the threshold and %fj”; is the same in both cities. How-
ever, if polarization had a direct positive impact on abstract wages, this threshold would
be shifted to the right as well, reflecting lower downward occupational transitions from

abstract to manual wages across generations.

2.2.4 Qualifying Predictions

The model also provides predictions beyond the three key propositions mentioned in the
previous section. Specifically, they refer to housing prices and “thick tails”. For the
former, equation (2.10) reveals that real wages, i.e. nominal wages net of housing costs,
are constant across locations. Further, I know that nominal wages for all tasks depend
positively on the degree of exogenous location-specific productivity from equations (2.5a)
to 2.5¢). Therefore, housing prices are higher in more productive locations. Appendix 2.C
examines the exact relationship between the housing price ratio and the productivity ratio.
The productivity ratio is larger than the housing price ratio to the power of its expenditure
share. Due to the Cobb-Douglas structure of the utility function for the second period of

life shown in equation (2.8), the expenditure share for housing is equal to .

Proposition 4 Housing Prices Assume Y, < 0. A| > Ay — p1; > pa, i.e. housing prices
in location 1 are higher than in location 2.

Proof see Appendix 2.C.

Eeckhout et al. (2014) show that larger cities in the United States exhibit larger shares
of extreme skills than smaller cities, which they phrase as incidence of “thick tails”.®
Similarly, Autor (2019, Fig. 7, Panel A) shows that the share of manual workers has in-
creased in more dense commuting-zones, especially between 2000 and 2015. Eeckhout
etal. (2019) show that in a similar setting, the model leads to thick tails if ¥, =¥, =V =Y.
In words, if the output elasticity of manual, routine and abstract labor are equal, then more
productive and larger region 1 exhibits thick tails. With this assumption, the model treats
both input factors analogously, i.e. they are symmetric in their labor demands across lo-
cations.

My theoretical framework predicts thick tails due to individual heterogeneity with respect
to educational frictions, and subsequent sorting into different occupational groups. Going

back to Figure 2.1, the share of workers in manual workers is set up the following: it

8 Davis et al. (2020) show that polarization does not occur symmetrically in France. Specifically, they
show that the share of manual workers increases more in small cities, whereas the share of abstract
labor is stronger in large cities.
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is the sum of all children from parents working in manual employment and with educa-
tional frictions larger than ’E?}[’ , all children from parents working in routine employment
and with educational frictions than ‘Acl’j’;’, and all children whose parents work in abstract
employment and with educational frictions larger than %f]”; Comparing the upper and
the lower panel, the figure reveals that the first two addends are larger when the capital
stock is higher. Therefore, the share of workers in manual occupations is rising with an

increasing capital stock. The same holds for abstract employment.

Proposition 5 Thick Tails Assume 7y, < 0. Educational sorting due to individual hetero-
geneity in educational frictions (T;j;) leads to thick tails when the capital stock is high.
This is driven by declining returns to secondary education and subsequent sorting into

“extreme” educational attainment levels.

Economically, the incidence of thick tails means that abstract workers profit substan-
tially from the presence of manual workers for two reasons. First, abstract workers use ad-
ministrative work or other services provided by manual workers. Second, abstract work-
ers demand manual workers via consumption spillovers, see e.g. Manning (2004). In this
framework, low- and high-skilled workers do not complement in each other in production
of a single good, instead low-skilled workers do “housework™ activities for high-skilled
workers, but these activities require physical proximity. Independent of the underlying

explanation, the model predicts colocation of “extreme” skills in large cities.

2.3 Data Sources

This section presents the various data sources used in the subsequent empirical analysis
which allow me to confront the model predictions with the data. I will first present the
data I exploit for the commuting-zone analyses, for which the geographic dimension of
the model takes on a major role. Then I turn to the Panel Study of Income Dynamics,

which I exploit for variation over time and allows me to control for parental background.

2.3.1 Commuting Zone Data

I exploit four different data sources in order to investigate whether the data confirms the
model predictions. The main data source for multiple tests, such as ICT investment,
educational polarization and upward mobility, are the Decennial Censuses available from
IPUMS. Specifically, I use the censuses from 1970 to 2000 and the American Community
Surveys (ACS) from 2010 and 2018 (Ruggles et al., 2018).9 The data includes between
1% and 5% of the whole American population on all labor market statistics and more.

From this data, I collect information on labor market polarization and other labor market

% I cannot use the 2010 Census because it does not include key variables, e.g. on education.
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variables, e.g. routine employment shares, similar to Autor and Dorn (2013), and on edu-
cational polarization. The authors highlight that there is no established measure of labor
market polarization, and exploit the share of non-college service employment. I focus
on the decline in routine employment, but also show results for upward mobility on non-
college service employment. I compute changes in employment structure between 1990
and 2010 as the income in Chetty et al. (2014) is measured in the two years after 2010,
and use the change in non-college service employment between 1990 and 2010. The data
for the covariates also largely stems from the same data sources.

For upward mobility, I exploit the data on intergenerational mobility by Chetty et al.
(2014). The authors estimate the relationship between parental income rank and chil-
dren’s income with a rank-rank specification for children born in the years 1980 and 1982.
For their preferred measure, absolute upward mobility, which I also use in the benchmark
regressions, they just need two parameters of their estimation, namely the slope and the
intercept. They focus on children whose parents are located at the 25" percentile of the
national income distribution and estimate the expected rank of these children. To esti-
mate intergenerational mobility they use administrative records of more than 40 million
children and their parents, and provide the data for all commuting zones with more than
250 children. One strong advantage of the data is that there is no variation in method nor
collection dates, income is collected in 2011 and 2012, i.e. when the children are about
the age of 30 to 32. They show that intergenerational mobility exhibits significant varia-
tion across regions, ranging from levels of the most mobile countries to below that of any
developed country. Two further measures the authors provide are relative mobility, which
measures the difference in outcomes between children from top versus bottom income
families, and the transition probability where parents are in the lowest quintile of the na-
tional income distribution and children end up in the highest quintile. Both measures are
used in robustness analyses.

In order to measure density by commuting zone in 1970, I use the County Intercensal
Tables 1970 to 1979 by the Census Bureau, which provide county-level population by
various demographics, such as age, sex and race. In a given census years, the information
on population comes directly from data collection. For the years in between two censuses,
the Census Bureau estimates county population. This makes the use of 1970 more reli-
able than any other year from the County Intercensal Tables. I merge information on total
population on the county level with land area in square miles in 1970 on the commuting-
zone level. The next step comprises aggregating the county-level on population and land
area to commuting zones defined by their 1990 commuting patterns with the help of the
concordance table by the US Department of Agriculture. After the aggregation, I compute
the (log) density for each commuting-zone. Density in 1970 varies substantially across
commuting zones. The average density of a commuting-zone is just above 108 persons

per square mile in 1970. In a commuting-zone at the 10" percentile, slightly above 13
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people live within a square mile, while at the 90" slightly more than 930 live within the
same area. This numbers are somewhat larger than in the overall population, but this is
likely to be true because the smallest (and hence probably least dense areas) are not part
of the sample as Chetty et al. (2014) require a minimum number of observations within a
commuting zone.

Panel A in Table 2.1 shows descriptive statistics for the main variables crucial to the analy-
sis and graphical representation. The first three measures give an overview of the variation
of intergenerational mobility in the United States and are taken from Chetty et al. (2014).
Their preferred measure, i.e. absolute upward mobility, measures the expected rank of
a child whose parents are located at the 25"k percentile of the national income distribu-
tion. The average expected rank is 42.57, so there is upward mobility on average, but as
discussed already by Chetty et al. (2014) - considerable heterogeneity across space, seen
by the standard deviation and both the 10" and 90" percentiles. For relative mobility, it
is important to keep in mind that the higher the number, the lower upward mobility (see
explanation in robustness analysis). In terms of extreme-quintile mobility, i.e. 8.7% of
children whose parents are located in the bottom quintile of the national income distribu-
tion land in the highest quintile. This measures also exhibits strong heterogeneity, with
the 90’ percentile about 2.5 times as high as the 10" percentile.

The table also reports the degree of labor market polarization between 1990 and 2010. On
average, the share of routine employment fell by 6.45% over this time period, with sub-
stantial heterogeneity ranging from more than 9.7% to a bit more than 2.2% shown by the
10" and 90" percentiles, respectively. The rise of each non-college and college service
employment is similar on average, with 2.62% and 3.40%, respectively. These changes
seem to indicate that a small share of the working-age population, i.e. about .5%, which
was previously working in routine occupations, is not in employment because the sum of
the means of the changes in the extreme skills are less than the loss in routine occupa-
tions. Further, there is strong regional variation in all three employment shares relative
to working-age population. Similar to Autor and Dorn (2013), I exploit historical share
of routine employment as an instrumental variable when I estimate the causal impact of
labor market polarization on upward mobility. The table shows that the average share of
routine employment in 1980 relative to total population is 33.63%.

I compute investment in information and communication technology (ICT) per worker on
the commuting-zone level using and relate this to density and the share of population with
a college degree, i.e. the “thick tails’ prediction of the model. The Survey of Current Busi-
ness is a quinquennial survey and it contains data on the distribution of new structures,
equipment, and software from capital flow tables. However, the data does not include any
geographic information, instead it contains detailed sectoral information, which I use to
match it with sectoral information from the Census PUMS samples 1980 (for 1882) and
1990 (for 1992 and 1997). ICT investment per worker is measured in thousand USD with
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2010 as base year. Between 1982 and 1997, average ICT investment per worker more than
quadrupled in real terms. Average investment per worker rose from 8,140 USD in 1982
to 33,630 USD in 1997. Similar to the share of college degree, the commuting zone at the
10" percentile invests about half as much per worker as the commuting zone at the 90"
percentile. This holds for all years, e.g. in 1997 the former invested 26,330 USD in ICT,
while the latter spent 39,040 USD. The share of the population with a college degree in
1970 is equal to 6.08 percent, but also exhibits strong variation across commuting zones.
The share of college degrees in the commuting zone at the 10" percentile with 3.82% is

less than half of that in the commuting at the 90" percentile with 8.82%.

Table 2.1: Commuting-Zone Summary Statistics

ey 2) 3) “4) &)

Obs. Mean Std. Dev. P10 P90

Panel A - Cross-Sectional Data

Absolute Upward Mobility 693 42.57 4.56 37.33  47.98
Relative Mobility 693 33.38 5.87 25.00  40.07
Transition Probability (P1, K5) 693 8.70 3.77 4.90 12.43
A Routine Emp. 693 -6.45 3.01 -9.72 -2.21
A Non-College Svc. Emp. 693 2.62 1.37 0.91 4.04
A College Svc. Emp. 693 3.40 2.29 0.54 6.32
Log Density (1970) 693 4.69 1.69 2.58 6.84
Share College Degree (1970) 693 6.08 1.86 3.82 8.28
ICT Investment per worker (1982) 693 7.06 1.54 5.11 8.90
ICT Investment per worker (1992) 693 8.14 2.37 5.48 11.13
ICT Investment per worker (1997) 693 16.60 4.90 11.08  23.17
Routine Employment (1970) 693 36.71 6.71 27.29 4541

Panel B - Panel Data

A Routine 2327 -3.02 2.93 -6.41 0.62
Allison-Foster 2327 2.85 0.47 222 3.48
ANY(2,1) 2327 0.30 0.06 0.23 0.38
ANY(1,2) 2327 0.35 0.05 0.27 0.41
ANY(4,1) 2327 0.39 0.09 0.28 0.51
ANY(1.4) 2327 0.43 0.06 0.35 0.50

Notes: The table shows summary statistics for commuting-zone variables used throughout the
analysis. Panel A presents variables used in the cross-section. Cross-sectional data is used for
presenting evidence of ICT investment and how it differs across commuting-zones, and for the
final analysis relating labor market polarization and upward mobility. Panel B shows the decadal
changes in routine employment and various metrics of education polarization between 1970 and
2018 using Decennial Censuses. The number of observations for the panel analysis is limited to
those commuting zones where median education is equal to the national median as these metrics
require the same median for comparability.
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Panel B of Table 2.1 presents summary statistics for the panel data on the commuting-
zone level used in the subsequent analysis. It shows the decadal decrease in routine em-
ployment and various measures of educational polarization between 1970 and 2018. The
decrease in routine employment relative to working-age population by decade is larger
than 3 percentage points, which is close to half the average value in Panel A, where the
difference is 20 years. For educational polarization, I compute the five measures of ed-
ucational polarization, namely the index by Allison and Foster (2004) and the indices
with differential weights on the lower or upper part of the distribution by Naga and Yal-
cin (2008). As discussed in more detail below, one drawback applies to these measures.
The values of the same index can only be compared for two different distributions if they
have the same median. As Allison and Foster (2004) explain, the median is the central
point of each of these measures, and serves as the reference point. Each measure takes
into account the spread away from this median, and if the center changes, the spread will
ultimately change, and the indices are not comparable any longer.

Due to the median-based approach of each education polarization index, the panel of
commuting zones is unbalanced. This is because I have chosen to use the information on
educational polarization from commuting-zones where the median education coincides
with the national mode in a given year in order to get a maximum of observations with
comparable polarization indices. The unbalanced panel is a result of varying medians of
across commuting-zones and non-linear changes. Decadal changes in routine employ-
ment are measured from 1970 to 2018, i.e. the first difference is between 1980 and 1970,
and the last between 2018 and 2010. Overall, in the United States there are 741 com-
muting zones, which would yield a total number of observations of 3705 if the panel was
balanced. However, for the analysis I can only exploit 2327 commuting-zones, which
means that I make use of around 465 commuting zones every decade in the panel.

Finally, the table shows the summary statistics for the five different measures of educa-
tional polarization. At a first glance, the previously-mentioned scaling between zero and
one of the ANY(a., B) measures is apparent. Average polarization is lower if more weight
is put on the upper part of the distribution reflected by a higher value of a. This can be
due to the overall upskilling in the United States over the past decades as documented
widely in the literature, e.g. by Castro and Coen-Pirani (2016). All indices also exhibit
lower (absolute and relative) standard deviation in all educational polarization compared

to the decline in routine employment relative to working-age population.

2.3.2 Panel Study of Income Dynamics

The Panel Study of Income Dynamics (PSID) is the longest-running panel household
survey in the United States and allows me to follow individuals over their lifetime and

retrieve information about their parents with respect to income. The survey started in
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1968 and was conducted annually until 1997, and since then biennial, with 2017 being
the latest available data. I focus on the ‘core’ sample of the PSID. I focus on children
who later become heads (sons and daughters) or spouses (typically daughters). I use the
family and individual family codes provided by the PSID to follow sons and daughters
when they leave the parental household and form their own family unit.

As is standard in the literature of intergenerational mobility, I measure total family in-
come, which includes taxable incomes and transfers received by the head, the spouse and
other family members. It is consistently included in the PSID with nominal values.'® To
account for changes in nominal income due to inflation, I transform income into 2010 US
dollar by using the average consumer price index (CPI) from the Federal Reserve Bank.
I account for outliers by dropping the lowest and highest percentile of parental total in-
comes.

Solon (2002) argues that it is important exploit the permanent income of the parents dur-
ing teenagehood of children in order to estimate intergenerational elasticity. In other
words, using only a single observation of parental total income during the age of 13 to
19 leads to the underestimation of intergenerational mobility because the parents’ income
in a single year can be subject to transitory labor market shocks. To account for this, I
average total parental income when children are between 13 and 19, provided there are at
least three observations of parental income during teenagehood. Income of children can
also be subject to transitory shocks, that is why I mean out the children’s income during
adulthood over three waves.

The PSID has been used in many previous studies of intergenerational mobility. A non-
exhaustive list includes Solon (1992), who was the first to exploit the PSID as a data
source to estimate intergenerational elasticity (IGE). Further, Lee and Solon (2009) show
that more observations from the PSID can be used by introducing quartic polynomials
around a centered age, which account for the life-cycle bias. Palomino et al. (2018) uses
the PSID to estimate IGE along the parental income distribution. Mazumder (2018) pro-
vides a review of the literature and how the PSID contributed to the now widely spread
view that the United States is among the least socially mobile countries among devel-
oped countries. The main alternative data set for intergenerational mobility in the United
States is the National Longitudinal Survey of Youth (NLSY), which has been used by e.g.
Kourtellos et al. (2020). Palomino et al. (2018, Table 4) provide an overview of IGE stud-
ies including of data sources and point estimates. Typically, the point estimates using the
PSID range between 0.34 and 0.51 without demographic controls, depending on sample

and time period used. Usually, education reduces this estimate considerably.

10°As the interviews are conducted throughout the year, the incomes refer to the previous year of the
interview.
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2.3.2.1 Descriptive Statistics

Based on the sample selection described above, the data set of children whose family
income I can observe between 1980 and 2016. In total, my sample consists of 85,865
observations encompassing both sons and daughters, and where I can observe parental
income during teenagehood. The total number of sons and daughters I observe is equal to
8493, implying that I observe each child of the parent-child pair on average 10.11 times.
Of all children, I can also observe the occupations of all parents (if present), however
in both the subsequent descriptive statistics and the analysis I will concentrate on the
occupation of the head of the household, assuming that this is the parent with higher

earnings during teenagehood.

Table 2.2: Summary Statistics of Panel Study of Income Dynamics

Unemployed Manual Routine Abstract
Family Income 10.56 10.84 10.90 11.16
(0.93) (0.81) (0.76) (0.79)
Parental Income 10.39 10.73 10.87 11.22
(0.65) (0.54) (0.42) (0.50)
Share Female 55.89 50.60 51.58 50.00
(49.65) (50.00) (49.98) (50.00)
Age 37.31 38.32 38.91 37.99
(9.29) (9.77) (9.97) (9.66)
Education 12.66 12.97 13.42 14.45
(2.06) (1.93) (1.99) (2.03)
Share White 60.55 79.84 81.22 91.96
(48.88) (40.12) (39.05) (27.19)
Share Black 35.73 16.03 15.78 5.56
(47.92) (36.69) (36.46) (22.91)
Share Other 3.72 4.13 2.99 248
(18.92) (19.91) (17.04) (15.54)
Observations 11927 26729 17269 29940

Notes: This table shows summary statistics of family incomes of both parents and children, and
demographic characteristics of the children by occupational background of the family’s head dur-
ing the child’s teenagehood. The summary statistics are means and standard deviation in brackets.
Occupational background is divided into four distinct categories, i.e. unemployed, manual, routine
and abstract. The latter three categories are of interest for the analysis below.

Table 2.2 shows the variable of interest, i.e. family income (in logs), by occupational
background in three categories. These categories are unemployed, manual, routine and
abstract. In what follows, I will concentrate on the last three categories because they
reflect the occupations in the task framework by Autor et al. (2003) incorporated in the
model above. Unsurprisingly, parental income rises with occupational category, i.e. aver-
age parental income of parents who work in a manual occupation is smaller than those in

routine occupations, which again is smaller than parents working in abstract occupations.
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This order has not changed in terms of family incomes of the children, but the gaps are
somewhat smaller, while the standard deviation is much larger. One reason for the higher
standard deviations could be larger within-occupation inequality as documented e.g. by
Kambourov and Manovskii (2009) for United States. Besides the rise of superstar firms,
e.g. Autor et al. (2020), the theory in section 2.2 offers implicitly an alternative expla-
nation for this pattern: Due to limited intergenerational mobility, individual ability varies
stronger for new generations entering different occupations.

Panel (a) of Figure 2.2 shows the quintiles of point estimates of intergenerational mobility
across states based on equation (2.20) explained below. I show the results already here
in order to show a comparison of regional social mobility with Chetty et al. (2014)[Fig.
VI]. Two remarks are necessary for the comparison of their map and the map based on
the PSID. First, public data in the PSID only provides geographic information on the
state-level and not on a lower level, whereas Chetty et al. (2014) have administrative data,
1.e. tax returns, which allows the authors to provide more granular estimates of intergen-
erational mobility. Given the comparatively small number of observations in the PSID
compared to the administrative data, the likely level of aggregation of the PSID would
have been on the state level as well even with the availability of more granular geographic
information.

Second, the map in Chetty et al. (2014) shows absolute upward mobility, which differs
from intergenerational elasticity, which I am estimating in line with previous work. Chetty
et al. (2014) argue that IGE combines the dependence features captured by the rank-rank
slope with the ratio of income inequality measured by their standard deviation across
generations. In order to account for this bias due to diverging income inequality across
generations across states, I compute both the average standard deviation during teenage-
hood, i.e. the same years when I measure parental income, in the state where the child
spent most years during the time and the standard deviation of the state where the child is
living when I observe it during adulthood. With the point estimates for state-level IGE and
measurements of income inequality across generations expressed by standard deviations,

I can apply Chetty et al. (2014, Eq. 1):

SD(logY;)

IGE = TS TN
Pxy SD(ZOgX,') ’

(2.17)

where p is the correlation between log child income (X) and log parent income (Y) and
SD() represents the standard deviation of the respective generation, I obtain “adjusted”
estimates of intergenerational mobility for the majority of states using the PSID.

The left panel of Figure 2.2 shows the regional distribution of adjusted intergenerational
mobility in the United States in quintiles. Darker colors indicate that intergenerational
elasticity is larger than in states with lighter colors. Similar to Chetty et al. (2014), I find

that there is a higher elasticity in the South and lower persistence across generations in
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the states at the West Coast and in the Midwest. One notable exception is Wyoming,
which could be due to a low number of observations in this state (84 in total). The only
state with not enough observations is Montana (shown in white). The map shows that
even with a much smaller data set, the regional distribution of social mobility is similar
to the map constructed with administrative data, though it lacks geographic granularity.
The estimates used for the construction of the map do not account for demographic char-
acteristics in order to establish comparability with the maps of Chetty et al. (2014) as the
authors do not have these information, hence their maps only rely on rank-rank correla-

tions.

Figure 2.2: Intergenerational Mobility by State

Intergenerational Elasticity (adjusted) Labor Market Polarization

(a) Intergenerational Elasticity (b) Labor Market Polarization

Notes: The left panel shows map shows the spatial distribution of the point estimates of intergener-
ational elasticity for all states adjusted for changes in inequality over time. Darker colors indicate
higher point estimates, i.e. states with higher immobility. The spatial distribution is similar to that
of the commuting-zones in Chetty et al. (2014)[Fig. VI]. The Southeast is on average much more
immobile than other regions in the United States. The right panel shows the rise of non-college
service employment between 1990 and 2010 as a proxy for labor market polarization.

Panel (b) in the same figure shows the degree of labor market polarization proxied by
the rise in non-college service employment between 1990 and 2010. The two maps show
strong spatial correlation between labor market polarization and intergenerational elas-
ticity. As argued above for the model, intergenerational elasticity for the two “extreme”
skills, 1.e. manual and abstract, should go up with labor market polarization, whereas IGE
should decrease for children whose parents work in routine occupations. The overlap of

the maps seems to indicate that the tails of the occupational groups dominate the middle.

2.4 Empirical Evidence

In this section I confront the key model predictions with the data. First, I provide em-
pirical evidence that labor market polarization reduces intergenerational mobility across
space and time. For the former, I exploit data on absolute upward mobility from Chetty
et al. (2014), who compute the expected rank of children in the national income distribu-
tion from parents who are located at the 25" percentile of the national income distribution.
For the development across time, I make use of the PSID data and determine whether in-

tergenerational elasticity changes over time for children where the heads are working in
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manual, routine or abstract occupations.

The main channel proposed in the model is educational choice. The model predicts that
educational attainment of young labor market entrants becomes more polarized as wages
for routine occupations decline. I start by showing that education became more polar-
ized in the United States between 1970 and 2018 using Census data among the group of
young people between 20 and 29 and in the labor force. I also compute “family premia”
for various educational levels depending on the educational level of parents. The next
step encompasses to estimate the impact of changes of the decline in routine employment
educational polarization. The last part of education exploits the Educational Supplement
from the Current Population Survey, and allows me to investigate how educational choice
depends on the interaction of past labor market polarization and family background.

In order to lend further support to the model, I conclude the empirical analysis with ev-
idence that the “qualifying predictions” from the model in Section 2.2 hold in the data.

Specifically, I focus on density, ICT investment, and housing prices.

2.4.1 Upward Mobility

In this section I estimate the causal impact of labor market polarization on intergener-
ational mobility exploiting geographic variation in the expected rank of children from
low-income income families. Chetty et al. (2014) provide the data for the birth cohorts
from 1980 to 1982. This means that they enter the labor market around the year 2000.
The authors measure the income rank of these birth cohorts around the age of 30. I proxy
labor market polarization as the decline in routine employment relative to working-age
population on the commuting-zone level. This implies that a higher value of the proxy

implies weaker labor market polarization.

2.4.1.1 Empirical Specification

Endogeneity concerns can arise for two reasons. First, omitted variables bias can distort
the point estimates. A region’s capacity or willingness to absorb new ideas and tech-
nology independent of the background of the inventors might be correlated with both
labor market polarization and intergenerational mobility. A higher degree of absorption
may increase polarization because new ideas typically spread first within the same region.
Aghion et al. (2018) shows that innovation by new entrants relates positively with upward
mobility. The positive correlation between both the dependent and independent variable
introduces a downward bias.!! The second bias can arise from measurement error. It is

crucial to remember that data on upward mobility provided by Chetty et al. (2014) are

1 Normally, a positive correlation of the omitted variable with both the dependent and independent vari-
able causes an upward bias. But as I proxy labor market polarization with a change in routine employ-
ment, and a higher value implies lower polarization, a downward bias is the consequence.
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point estimates with a standard error, i.e. the measures are not actually observed, but
inferred from administrative records. This introduces some potential measurement error,
implying a bias towards zero if the error is random.

To encounter the endogeneity concerns, I estimate the causal impact of labor market polar-
ization on upward mobility using an instrumental variable (IV) estimation strategy. The
instrumental variables I use to estimate the causal impact of labor market polarization
on the intergenerational mobility builds on the model in Section 2.2. Specifically, I use
both (log) density of a commuting-zone and the share of routine-intensive employment in
1970.'2 1 exploit variation in 1970 as the arrival of the first three commercially successful
computers occurred in 1977, the so-called “1977 Trinity”. Based on the model, an alter-
native to log density as instrumental variable is total population. However, density seems
a more appropriate measure compared to population as interactiveness and proximity for
both manual and abstract tasks have been highlighted in the literature.

In order to identify the causal impact with an IV estimation, two conditions have to be
met. First, the instrument must induce a change in the endogenous variable as theory pre-
dicts. Based on previous findings and the model outlined above, this means that historical
routine task-intensive employment and log density must have a negative impact on the
change in routine employment in the first stage. The second condition of a valid IV is
the exclusion restriction, in particular the instruments are not allowed to have an effect on
upward mobility other than through its effect on polarization conditional on covariates.
The identification strategy to estimate the causal impact of labor market polarization on

upward mobility takes on the following form:
IGMJ; == BO —+ B]AROMtinejS +X;2000® —+ YS —+ 8jS7 (218)

ARoutine js = 0o + 01 log(Density) j1970 + 0o RoutineShare j1979 +X’]-2000® +Ys + €cs
(2.19)

where IGM j; denotes the expected rank of children in the national income distribution
from parents from the 25" percentile in commuting zone j in state s. ARoutine js 18 the
change in routine employment between 1990 and 2010 because the income rank of the
baseline cohorts from Chetty et al. (2014) is measured between 2011 and 2012. The
vector of controls X ’].2000 contains covariates from the main specification in Autor and
Dorn (2013, Table 5) from the year 2000 in order to account for labor market conditions
when the baseline cohorts in the data on upward mobility by Chetty et al. (2014) enter
the labor market. It includes various demand and supply shifters, specifically the ratio
of college to non-college educated individuals in the population, the unemployment rate,

the share of employment in manufacturing, the elderly share of population, the female

12 T show below that historical log density is a good predictor for ICT investment per worker and that the
relationship is increasing over time.
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labor force participation rate and the start-of-decade fraction of non-college workers in a
commuting zone whose real wage is below the minimum wage that will be enacted in the
subsequent decade.!®> The regression also includes state-dummies (Y;). Observations are
weighted by the commuting zone share of national population in 1980. Standard errors
are robust to heteroscedasticity.

The parameter of interest is B in equation (2.18), which exhibits a positive sign if labor
market polarization has a detrimental impact on absolute upward mobility. Potentially, the
impact could be positive due to upward mobility if children from low-income parents leap
over the middle of the income distribution and enter abstract high-paying occupations. In
the model, this does not occur at a higher rate with ongoing labor market polarization
because I assume symmetry for manual and abstract occupations. However, as Autor
and Dorn (2013) show, the wage increase for high-skilled workers is larger than for low-
skilled workers. Equation (2.19) shows that labor market polarization is regressed on
the instrument, namely log density and the share of routine employment in 1970. The
important parameters in the first stage represented in the equation are o; and 0. Based
on the model and findings by both Davis et al. (2020) and Eeckhout et al. (2014), the
first parameter should be negative for the change in routine occupations. The sign should
be equivalent for the historical share in routine-intensive occupations based on Autor and
Dorn (2013).

2.4.1.2 Results

Table 2.3 provides evidence that labor market polarization reduces absolute upward mo-
bility. The first two columns present the results for the ordinary least square (OLS) es-
timator. The first column does not include any controls nor state-fixed effects, whereas
the latter one includes both. Column (3) displays the causal effect of labor market po-
larization on upward mobility based on the IV identification strategy with historical log
density and historical routine employment as instrumental variables. The lower panel
shows the first stage results. Overall, the results suggest a negative relationship between
intergenerational mobility and labor market polarization. A less strong decline in rou-
tine employment, i.e. weak labor market polarization, increases the expected ranks of
children of parents at the 25" percentile of the income distribution. This relationship is
both economically and statistically meaningful. As argued above, the point estimates are
likely biased towards zero, which is reflected in the difference between the OLS and IV
estimates.

The point estimate in column (3) of the first panel indicates that an increase of one per-

centage point in labor market polarization leads to a decline of .57 expected ranks of a

13 T exclude the share of the non-college population that is foreign born because upward mobility is sub-
stantially higher for migrants (see e.g. Abramitzky et al. (2019)).

35



CHAPTER 2. POLARIZATION AND INTERGENERATIONAL MOBILITY

child whose parents are located at the 25" percentile of the income distribution. This
result is economically meaningful as the median commuting zone lost 7.70 percent of
routine jobs relative to the working-age population. Extrapolating out of sample there-
fore implies that a child moving from the median commuting-zone in terms of routine
employment decline to a commuting zone without labor market polarization is expected
to be located 4.4 ranks higher in the national income distribution. According to Chetty
and Hendren (2018b), a one percentile increase corresponds to a higher income of ap-
proximately 818 USD. Taking the average income of children with parents earning below
median from the same authors, i.e. 26,091 USD, a move as described before translates

into 13.79% higher income.

Table 2.3: Effect of labor market polarization on upward mobility

I. 2" Stage (1) ) 3)
OLS OLS v
A Routine Emp. 0.77* 0.23** 0.57**
(10.63) (4.41) (5.38)
State FE No Yes Yes
Controls No Yes Yes
Obs. 693 693 693
R2 0.26 0.75
F-Statistic 122.32

IL. 1% Stage

Log Density (1970) -0.40***
(-4.36)
Routine Emp. (1970) -0.24%%
(-12.29)
Partial R?

Notes: The dependent variable of the second stage of the IV approach is absolute upward mobility
regressed on labor market polarization measured as the change in routine employment between
1990 and 2010. The lower panel shows the first-stage results. Control variables and state fixed
effects are not shown. Observations are weighted by population share in 1980. t-statistics are
shown in brackets. * denotes 10% significance, ** denotes 5% significance, *** denotes 1%
significance.

The second panel of the same table shows the estimation results of the first-stage, i.e.
equation (2.19). Based on the model, (log) density should impact the decline in routine
occupations and the rise in manual workers negatively and positively, respectively. The
underlying idea is that the more dense region is demanding more capital, hence lead-
ing to stronger automation of routine tasks and, consequently, experience stronger labor
market polarization. The results suggest that the prediction from the model holds true,
an increase of population density by 1 percent is associated with an decrease of routine
employment by .40 percentage points. Unsurprisingly, historical specialization in routine
employment exhibits the same sign. In line with expectations and the authors findings,
this point estimate is also positive and at a similar scale in the OLS estimations in Autor

and Dorn (2013, Table 5, Panel A). All point estimates are statistically significant at all
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conventional levels and the F-Statistics is far above the value of 10.

Table 2.4 extends the benchmark analysis by introducing further control variables, which
are associated with upward mobility. Based on previous research, Chetty et al. (2014)
sort them into nine different categories plus the fraction of black residents. Because all
nine categories encompass three covariates, I exploit the first principal component of each
category. The original data is taken from Chetty et al. (2014) and usually measures the
variables around the year 2000, i.e. when the benchmark cohorts enter the labor market.
This coincides with the timing of labor market controls included in vector X ’]-2000 in the
baseline regressions.

First, migration (MIG) encompasses the fraction of foreign born and both migration in-
flows and outflows. Second, labor market conditions (LAB) contain the share of manu-
facturing, Chinese import growth and the teenage labor force participation rate. Third,
college education (COL) measures colleges per capita, college tuition and college gradu-
ation rate. Fourth, local tax policies (TAX) includes local tax rates, state EITC exposure
and tax progressivity. Fifth, family structure (FAM) involves the fraction of single moth-
ers, the divorce rate and fraction married. Sixth, social capital (SOC) comprises a social
capital index, fraction religious and the violent crime rate. Seventh, high-school education
(K12) consists of student-teacher ratio, test scores and drop-out rate. Eighth, income dis-
tribution (INC) includes mean household income, the Gini coefficient and top 1% income
share. Ninth, segregation (SEG) contains an index of racial segregation, segregation of
poverty and the fraction commuting less than 15 minutes to work. Lastly, I add the frac-
tion of black residents (BLA). Most variables in the first four categories exhibit weak
correlations with absolute upward mobility, while the correlations are stronger for the
variables in the last five categories.

Table 2.4 shows that the overall negative relationship between labor market polariza-
tion and upward mobility holds. As before, the sign of the coefficients is positive as I
use the change in routine employment between 1990 and 2010 as a measure for labor
market polarization. In most estimations, the coefficient for labor market polarization is
largely unchanged compared to the point estimate of the IV point estimate in Table 2.3.
Disregarding the specification with segregation (by income and race) in column (9) the
point estimates range between .24 and .62. In all these specifications, the coefficient of
labor market polarization is still statistically significant at the 1% level. The addition of
the various covariates without a strong decline in the point estimate of labor market polar-
ization indicates that labor markets play an important role for intergenerational mobility
as suggested by Rothstein (2019).

Columns (3) and (7) in Table 2.4 include the first principal components of the covari-
ates describing the education system, i.e. college and high-school education, respectively.
Especially the specification including the principal component for high-school education

exhibits a substantial decrease. This is indicative of the importance of the education sys-
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tem on upward mobility. The point estimates in columns (5) and (10) are also substantially
smaller than the benchmark point estimate. They include family characteristics and the
share of blacks, respectively. While the former exhibits strong negative correlations with
upward mobility, this is likely driven by design. This is because Chetty et al. (2014)
measure income on the family level, and therefore the share of single mothers is strongly
negatively related to upward mobility. The result in column (5) is entirely driven by the
share of single mothers.'* However, Chetty and Hendren (2018b) show that the causal
impact of family structure is small. With respect to the share of blacks, this result is po-
tentially driven by lower levels of upward mobility for blacks compared to other races as
shown by Chetty et al. (2020).

The main exception is SEG in column (9), where the point estimate of labor market po-
larization is not statistically significant and actually changes signs. The results does not
seem to be driven by a specific variable included in the first principal component. The
F-Statistic is also the lowest for this specification, though it is still comfortably above the
critical value of 10, one explanation could be that segregation of poverty and/or race is
stronger in dense areas. Boustan (2013) argues that educational attainment and earnings
are lower for blacks in more segregated cities, while Quillian (2014) generalizes these
findings for advantaged versus disadvantaged groups. Consequently, segregation poten-
tially plays a crucial role for upward mobility as argued by Fogli and Guerrieri (2019).
In most specifications, the first-stage results are similar to the benchmark results, i.e. the
coefficient for log density is typically larger than the point estimate for historical routine
employment. Exceptions are INC and SEG, where the point estimate for log density is
statistically insignificant, and close to zero for the former. This is unsurprising, however,
as for example in more dense regions average income is higher, as is also predicted by the
model in Section 2.2. Somewhat more surprising is that segregation seems to be an issue
in more dense commuting-zones. The coefficient for specialization in routine employ-
ment stays also similar to its value in the benchmark specifications, but stays statistically

significant in all specifications.

2.4.2 Intergenerational Elasticity

After determining whether the empirical evidence supports the key prediction that labor
market polarization reduces upward mobility across space, I now turn to variation across
time. Due to data constraints on absolute upward mobility over time, I exploit a different
measure of intergenerational mobility, namely intergenerational elasticity (IGE). It is de-
fined how strong parental income affects the children’s income during adulthood.

The model predicts divergent patterns of intergenerational elasticity depending on

14 The point estimate for ARoutine when excluding the share of single mothers when constructing the
principal component for FAM is .60, and not significantly different from the benchmark point estimate
in Table 2.3.
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parental background. Specifically, with progressing labor market polarization IGE should
be higher for children with parents in manual and abstract occupations. This is driven by
both less transitions from each of these groups into routine occupations and higher persis-
tence to choose the same educational attainment as their parents. On the other hand, IGE
should fall for children from parents in routine jobs as the rate of transitions increases into
both directions, rendering parental income less important than for the other two groups.
This measure allows me to investigate trends over time, and to investigate patterns of
intergenerational mobility across various parental backgrounds. Precisely, I define the

occupation of the household head during teenagehood as the parental background.

2.4.2.1 Empirical Strategy

Using the PSID data described in Section 2.3, I estimate the intergenerational elasticity
for each group dependent on parental background. The drawback of using the occupation
of the household head when the individual was a teenager is that I cannot measure whether
the parent actually lost their job due to labor market polarization. Instead, the occupational
status of the head serves as indicator of exposure to rising automation of routine tasks. In
the baseline estimation, I differentiate between manual, routine and abstract occupations.
I follow the standard literature in terms of estimation strategy by accounting for the life-
cycle bias of both parents and children. Adopting this strategy from Lee and Solon (2009)
allows me to exploit the entire pool of available data, i.e. pairwise children and parents.

The estimation equation takes on the following form:

4 4 4

Inye, =Bo+Bilnyy, +PB2llnyy]OccHead;+X{Q+ Z S, AT + Z VuCly + Z 0,[lny,,|Ci+eir,

n=1 n=1 n=1 (2.20)
where y., measures the real family income (in logs) of adult children from family i in
year t. Similarly, y,, represents average real family income (in logs) when the child was
between 13 and 19. The vector X’ includes demographic variables such as education, race,
marital status and a binary variable indicating whether the individual is a head or a spouse,
and the occupation of the head during teenagehood. To account for the life-cycle bias of
the parents, A;, and parameters 0; to d4, depict the age of the head in family i when the
child was 16 years old. Equally important is to account for the life-cycle bias of children, I
control for the fourth polynomial of child’s age centered around the age of 40, represented
by Cj; and parameters 7y; to Y4. This is in line with Black and Devereux (2011) who show
that income around the incomes around the middle of the life-cycle is the best proxy of
permanent income. The polynomial of child’s age (centered around 40) is also interacted
with parental income during teenagehood in order to account for potential divergence in
income patterns across the life-cycle depending on parental income.

The main interest lies in the linear combinations of the estimated coefficients B; and the
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vector 3. As the modifying variable OccHead; is a categorical variable, I can simply sum
up the coefficients of interest as laid out in Brambor et al. (2006), and in order to compute
meaningful standard errors I use the equations by Aiken et al. (1991). To get consistent
estimates across time, I harmonize occupation data in the PSID with the help of IPUMS

crosswalks as the PSID uses of occupational codes from the Decennial Censuses.

2.4.2.2 Results

Figure 2.3 presents how intergenerational elasticity differs depending on occupational
background of the head. The left panel differentiates occupations by three groups, namely
manual, routine and abstract. This is equivalent to the task framework by Autor et al.
(2003), and the right panel broadens the number of occupational groups to six, following
Autor and Dorn (2013, Table 2). I have sorted the six groups along the more coarse three
occupational groups according to the findings of the authors. The first two of the six
groups are manual occupations, while the next three groups are more routine-intensive.

Finally, the last subgroup is analogous to the group of abstract occupations.

Figure 2.3: IGE by Occupational Background
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Notes: The left panel shows the point estimates of intergenerational elasticity (IGE) based on
the three occupational categories referred to in the task framework in Autor et al. (2003), i.e.
manual, routine and abstract. A u-shaped pattern is visible, indicating that parental income is more
important for the child’s income if they are coming from the lower or upper part of the occupational
structure. The right panel breaks up these three broad categories into six categories. The first two
categories belong to manual occupations, the following three belong to routine occupations, and
the last coincides with abstract occupations.

Both panels of Figure 2.3 exhibit a u-shaped pattern of intergenerational elasticity de-
pending on occupational background. This provides evidence that parents influence their
children’s income stronger if they work in a manual or an abstract job, compared to par-
ents who work in routine employment. IGE is essentially equal for children with parents
working in manual and abstract occupations with a value slightly above .27. IGE is lower

for children with parents working in routine-intensive occupations with a value of ~ .22.
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The 95% confidence intervals indicate that the point estimates for manual and abstract are
statistically different from routine. The point estimates are quite low compared to previ-
ous studies because I include a wide range of demographic characteristics as covariates.
The right panel with the slightly more granular division of occupational groups gives
some more insights, specifically whether any particular subgroup drives the results. Inter-
estingly, the intergenerational elasticities if parents work in any subgroup within manual
occupations, 1.e. service or transport/construction/mechanic, are statistically not different
from one another. The low level of IGE within the group of routine occupations is partic-
ularly driven by the occupation group of clerics and retailers, a group strongly associated
with routinization and labor market polarization. The point estimate is below .15. On
the other hand, children whose parents work in production or craft, which is the highest
paying routine occupation, the IGE slightly surpasses that of abstract occupations, albeit
they are not statistically different from one another. Obviously, the point estimate and
the standard errors for the final more granular subgroup are equivalent to that of abstract
(= .27) in the left panel as the group of abstract occupations is not divided into multiple
groups.

Besides the investigation of various family backgrounds, the PSID also allows me to
extend the baseline estimation to examine whether the levels of intergenerational elas-
ticity have changed over time. I estimate equation (2.20) where I extend the modifying
variable, i.e. OccHead, to the interaction between occupational group and decade, and
include decade-fixed effects. The triple interaction consisting of parental income during
teenagehood, occupational category and decade works similar to before. In other words,
I am interested in the linear combination of the coefficients of the various interaction
terms and the triple interaction. The calculation of the point estimates works similar to
before, and for meaningful standard errors I now apply the formula for triple interactions
by Aiken et al. (1991). Based on the model prediction in Proposition 1 is correct, then the
u-shaped pattern of intergenerational elasticity across occupational backgrounds should
either evolve or become stronger over time.

Figure 2.4 shows the same coefficient plots as the left panel in Figure 2.3 for the all
decades since the 1980s. Panel (a) shows IGE by parental occupation during the 1980s,
where a declining pattern across occupational group is recognizable, however there is no
statistically significant difference between any pair of point estimates. During the 1990s,
there is no sizeable nor statistical difference between all three groups in terms of the in-
tergenerational mobility. In the 2000s, i.e. after the preceding boom in computer capital
investment, the u-shaped pattern starts to emerge. Finally, in the 2010s when labor market
polarization has progressed the most within the sample period, there is a clear u-shaped
pattern across occupational groups. In the 2010s the point estimate of the IGE for children
whose parents work in abstract occupations is even higher than for those children whose

parents work in manual employment.
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Figure 2.4: IGE by Occupational Background and Decade
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Notes: The four panels repeat the same analysis of intergenerational elasticity by parental occu-
pation as in the left panel of Figure 2.3, but differentiates by decade. This allows for an analysis
how IGE changed over time. It shows that the u-shaped pattern seen above occurs over time, in
particular between the 1990s and 2000s, and is reinforced in the 2010s.

Overall, the strongest movements in intergenerational elasticity over time occur for
children with parents working in either routine or abstract occupations. In particular,
Figure 2.4 shows that the importance of parental income decreases the strongest over
time for children with a routine background, whereas it increases significantly for children
with an abstract background. The point estimate for the former falls from around .27 in
the 1990s to below .15 in the 2010s, while the latter increases from .21 in the 1980s
to close to .30 in the 2010s. On the other hand, the point estimate of intergenerational
elasticity for children with parents working in manual employment stays largely constant
with a value of .27. Only in the 2010s, there is a slight decrease to around .25, but the

point estimate is not statistically significant from the previous decades.

2.4.2.3 Transition Matrices

Table 2.5 presents descriptive evidence for the transition between occupational groups and

how it changes over time. Given that the price of capital fell over time in the last decades,
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Table 2.5: Transition Matrices between 1980 and 2017

(a) 1980s (b) 1990s
Child Occupation Child Occupation
Manual Routine Abstract Manual Routine Abstract
Parent'c}l % % % Parent'c}l % % %
Occupation Occupation
Manual 41.5 29.5 29.0 Manual 43.5 26.7 29.8
Routine 28.8 36.7 34.4 Routine 354 34.0 30.6
Abstract 24.0 24.7 51.3 Abstract 21.5 22.9 55.6
(c) 2000s (d) 2010s
Child Occupation Child Occupation
Manual Routine Abstract Manual Routine Abstract
Parent'c}l % % % Parent'c}l % % %
Occupation Occupation
Manual 51.3 21.1 27.6 Manual 48.1 22.1 29.9
Routine 33.9 25.3 40.7 Routine 39.2 22.8 38.0
Abstract 25.8 22.6 51.7 Abstract 27.7 19.5 52.8

Notes: The tables show the transition matrices between the three major occupational categories
between parents and children. They show transition probabilities over time, that is by decade. On
the left axis, the table lists the parental occupations, while it lists the same occupational groups for
children at the horizontal axis.

which lead to an automation of routine occupations, the model predicts rising transitions
from routine to both manual and abstract, and less transitions vice versa. Starting with
Table 2.5a, which shows transitions between parental and child occupation between the
three occupational groups of interest during the 1980s, it is evident that the majority of
children is working in the same occupational group as their parents. This observation is
not surprising given the evidence of strong intergenerational transmission of occupations
between parents and children, shown, among others, by Hellerstein and Morrill (2011)
and Ferrie (2005) for the United States. Over time, the “immobility” across occupational
groups becomes stronger for both manual and abstract levels, whereas it falls for the case
where parents work in routine occupations. Instead, the probability to transition into
either manual or abstract work is already higher than to stay in a routine occupation in the
2000s (see Table 2.5¢).
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2.4.3 Polarization of Educational Attainment

Educational choice is the mechanism how labor market polarization detrimentally affects
upward mobility of children from low-income parents. The model predicts that falling
prices for capital reduce the returns to secondary education, and therefore individuals are
increasingly choose more extreme levels of education, i.e. primary or tertiary education.
This section provides evidence that education has become more polarized in the United
States over time, and that the increase in educational polarization is linked to local pat-
terns in labor market polarization.

In order to quantify the impact of education, I estimate the previous model in equation
(2.18 including covariates for both college and high-school education. Second, I estimate
equation 2.20 excluding educational attainment in the vector of demographic characteris-
tics. I compare the point estimates, where the differences between the respective coeffi-
cients allow me to quantify the impact of education on upward mobility. When including
the principal components for both COL and K12 in the estimation of upward mobility, I
obtain a point estimate of .38. Compared to the baseline estimate of .57, it falls by around
33%. The coefficients for intergenerational elasticity of income for all three categories
are substantially higher. For parents working in manual, routine and abstract occupations,
they are .387, .281 and .416, respectively. Compared to the point estimates including the
individual level of education, the point estimates fall between 25 and 36 percent. Both
these exercises provide evidence that the education accounts for at least 30 percent of in-
tergenerational mobility.

Iillustrate rising polarization in educational attainment in four stages. First, I calculate po-
larization indices for educational attainment of young labor market entrants for the United
States as a whole. Second, I compute family premia based on Checchi et al. (2013) using
the PSID. This allows me to compute how the probability of achieving a specific level of
educational attainment depends on parental education for birth cohorts from 1955 until
1990. Third, I relate educational polarization with decadal changes in routine employ-
ment exploiting variation across time and commuting zones. Last, I focus on individual
education decisions using data from the educational supplement of the Current Population

Survey, and how they depend on both past regional polarization and family background.

2.4.3.1 National Educational Polarization

The model predicts an adjustment of labor supply with respect to education over genera-
tions as routine wages are declining. To see whether this holds true, I compute polarization
indices for educational attainment using the Decennial Census for the years 1970 to 2000
and the American Community Service 2010 and 2018. I focus on respondents between the

age of 20 and 29 as they have entered the labor market recently and respond the strongest
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to labor demand. Adao et al. (2020) provide evidence that changes in skill demand for
cognitive skills have affected younger workers more than older workers. Further, I limit
the sample to the labor force, i.e. I only exploit education decisions of employed or un-
employed, and not individuals still in education or outside of the labor force for other
reasons. Finally, I have excluded observations with zero or non-available schooling. !
Importantly, educational attainment is measures as a categorical variable in the Decennial
Censuses and the ACS. Therefore, standard measures of spread or tailedness like standard
deviation and kurtosis obsolete because they employ the mean as a center in the space of
the distribution. The same holds for the polarization index by Esteban and Ray (1994) as
they consider the mean as the central point. Allison and Foster (2004) prove that the mean
is not a suitable central point to measure polarization for categorical variables. Instead, the
authors argue that median should serve as the central point of the distribution. However,
one issue with all measures which compute the polarization of distributions with ordinal
data is that they require the same median in order to compare the polarization index.
Educational attainment is measured in eleven categories, and the values six and ten in-
dicate high-school graduation and four years of college, respectively. All polarization
indices are equal to zero if all individuals acquire the same level of education, i.e. when
every labor market entrant has the same educational attainment equivalent to the median.
The indices can rise for two reasons: first, the larger the share of young labor market
entrants who do not acquire the same level as the median individual, and second, the fur-
ther away the same share of individuals are from the median individual. In the case of
education, the indices would reach their maximum if 50% of the individuals achieved the
lowest level of educational attainment (grade 4) and the other 50% achieved the highest
level of educational attainment (5+ years of college), with the median individual obtain-
ing a high-school degree.

I compute various polarization indices for education. The first measure is based on Al-
lison and Foster (2004), subsequently abbreviated “AF”. Its main drawback is its scale
dependence. In other words, the maximum value of the AF index depends on the range of
categories of the distribution. The second polarization index is based on Naga and Yalcin
(2008), abbreviated by “ANY” in the subsequent tables. It has two advantages compared
to the AF index. First, it is not scale dependent, instead it ranges between zero and one.
Second, it allows me to put different weights on the mass below or above the median.
This feature allows me to determine whether only one side of the distribution is affecting
the overall index of educational polarization. Especially with respect to education and the
upskilling over the last decades this feature provides useful insights. The index relies on
two parameters, expressed as ANY(a., ). A higher value of o indicates that more weight

is put on the upper part of the distribution, i.e. above the median. Conversely, a higher

15 In the Census files, the same value represents both possibilities. As it seems more likely to have no data
on education than to observe individuals without any schooling, I decide to exclude these observations.
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value of B indicates that more weight is put on the lower part of the distribution, i.e. below
the median. This means that I can determine with this index whether polarization is driven
by movements above or below the median, or both. The baseline measure of ANY(1,1) is
equal to AF divided by the number of categories.

Table 2.6 shows the development of educational polarization in the United States.
Columns (1) and (2) indicate the census year used for the computation and which cohorts
are included in the sample due to the restrictions explained above. Column (3) shows the
median because all measures are median-preserving, i.e. the polarization over different
distributions can only be compared if the median coincides between different distribu-
tions. The median labor market entrant from the cohorts 1941 to 1960 has a high-school
degree. This changes for all subsequent cohorts, where the median individual acquires a
level of education equivalent to one year of college. This allows me to compare young

labor market entrants who were particularly affected by the rise of ICT capital.

Table 2.6: Educational Polarization

(1) (2) (3) 4) (%) (6) (7) (8)
Year Cohorts Median AF ANY (2,1) ANY (1,2) ANY 4,1) ANY (1,4)
1970 1941-50 6 3.15 .30 37 37 47
1980 1951-60 6 3.11 34 .38 44 47
1990 1961-70 7 2.72 .26 31 .30 .39
2000 1971-80 7 2.99 .29 35 34 43
2010 1981-90 7 2.96 .30 35 37 43
2018 1989-98 7 3.01 34 37 44 45

Notes: This table shows various measures of educational polarization for young labor market entrants between the census years 1970
and 2018. It is important to keep in mind that all polarization indices are only comparable if the median in Column (3) is the same.
Column (4) shows the Allison and Foster (2004) polarization measure (AF) and ANY(ct, ) in Columns (5) to (8) measure polarization
based on Naga and Yalcin (2008) with varying parameter values to put more weight on different parts of the distribution. Columns
(5) and (7) put more weight on the upper part of the distribution, and columns (6) and (8) put more weight on the lower part of the
distribution of educational attainment.

Columns (4) to (8) present the different indices of the educational polarization for
labor market entrants between 20 to 29. The table shows a strong increase in the AF
indicated by Column (4) between 1990 and 2000, i.e. during the time of the boom in
computer capital. This view is confirmed by the ANY indices with varying parameters.
Independent on whether I stress the upper part - reflected in Columns (5) and (7) by the
higher value of o - or the lower part - reflected in Columns (6) and (8) by the higher value
of B - of the distribution, there is a substantial increase during the same period. Specifi-
cally, the rise in all ANY(c, B) indices, is about 10% over this period, which is equivalent
to the overall change in AF in Column (4). After this strong rise, the polarization indices
continue to increase slightly, but at a slower rate. The upper part of the education distri-
bution constitutes an exception as indicated by Columns(5) and (7), it sees a strong rise
between 2010 and 2018 as well.

Educational attainment of young labor force participants has become more polarized in
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the United States between 1990 and 2018. However, the polarization do not allow me
to investigate whether individuals make extreme education choice influenced by labor

market polarization nor family background.

2.4.3.2 Family Premia

The main advantage of the Panel Study of Income Dynamics is that I can investigate
educational choices by parental background. It is crucial to clearly identify the impact
of parents on educational choices of young labor market entrants. The standard approach

typically estimates intergenerational transmission of education the following way:
ci=0o+pfit+e;,

where ¢; and f; are the number of years of education of child and father, respectively, from
family 7, each normalized by their respective standard deviation. The decomposition of
p by Checchi et al. (2013) shows that the coefficient also reflects the general upskilling
of the population during the second half of the last century. Based on the decomposition,
the authors propose multiple indicators of intergenerational persistence of education. |
focus on the “family premium” for a given education level, which indicates whether a
child experiences a benefit or a penalty of achieving the education level. Formally, it is
defined as:

Pr(c=t|f =j)—Pr(c=1), (2.21)

where 7, j are specifying different education levels, which may coincide or not. I choose
four levels, namely high school dropouts, high school graduates, some college and college
degree.

Figure 2.5 show the results for the different family premia for a given education level ¢
by background j. Panel (a) shows the family premia for dropping out of high school, for
which all family premia are mainly rising, only for children whose parents also have less
than high school education, the family premia premium is falling since the 1970 cohort.
Panel (b) depicts the evolution of the family premia for high school graduation for all
backgrounds. Interestingly, the family premia are rising for all backgrounds, albeit it
rises the strongest for children whose parents are also high school graduates. The family
premia for high school graduation for children whose parents have either some college or
a college degree behave somewhat differently over time. The former first falls over time
until the mid-1970s cohorts, and then rises again steeply, with a similar family premium
for the 1955 and 1991 cohorts. The family premium where parents have a college degree
rises until the 1980s cohort and then slightly declines.

Focusing on the two lower panels in Figure 2.5, the family premia for children whose

parents are either high school or college graduates is falling over time. Treating “some
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college” as the category suitable for routine occupations, then the empirical evidence
in panel (c) is largely in line with the model predictions: less children whose parents
have “extreme” educational backgrounds tend to enter less the middle category of “some
college”. On the other hand, the family premium is slightly rising, but is plateauing since
the early 1970s cohort. The model would have predicted a decline for this development as
well, but the family premium has to be considered in comparison to other backgrounds.
One strong exception is the spectacular rise of the family premium for “some college” for
children whose parents do not graduate high school. It is growing over time for all birth
cohorts under consideration, and starts out with the lowest value, and in most of the 1980s

it is already the highest.

Figure 2.5: Family Premia for Education Levels
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Notes: The figure shows family premia dependent on educational background of the head for
the PSID sample. The four panels present the family premia for a given level of educational
attainment. Calculations of these premia are based on Checchi et al. (2013). Panel (a) depicts the
family premia for less high school dropouts, panel (b) for high school graduation, panel (c) for
some college, and panel (d) for college graduation.

Finally, panel (d) shows the family premia for a college degree depending on parental
education. The first observation is that there is a strong level difference between family
premia, in particular between those with parental college background and all other edu-

cation levels. Further, over time this gap seems to widen. In other words, children in the
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1980s experience a stronger family penalty when trying to obtain a college degree if their
parents do not have a college degree themselves. Further, the family premium for chil-
dren with parents holding a college degree is rising slightly over time after taking a dip
until the 1970s birth cohorts. The latter is a clear prediction of the model as it indicates
stronger “stickiness” for the upper tail of the education distribution. However, the model
also predicts higher transition from secondary to tertiary education. This holds true until
the 1970s cohorts, but the family premium has been declining since. This lack of increas-
ing chances to obtain a college degree if the parents do not possess one by themselves
can have severe consequences in terms of upward mobility as Altonji and Zhong (2020)
illustrate how college degrees are crucial in terms of income.

Overall, the findings on educational polarization mirror the predictions from the model
laid out in Section 2.2. It becomes increasingly difficult for children from parents without
a college degree to obtain one themselves as shown by the family premia, based on Chec-
chi et al. (2013), for this degree, while the chances have improved for children whose
parents are college graduates. Investigating educational polarization with the family of
indices by Naga and Yalcin (2008) also confirms most predictions from the model. First,
polarization is falling for children whose parents are college graduates, indicating that
children with this educational background tend to have less degrees outside of college de-
grees as well. While there is no indication of rising educational polarization for children
from less educated parental backgrounds with equal weights across the whole distribution,
polarization is rising when either the lower or the upper tail are more weighted. Lastly, the
latter 1s rising stronger, in line with empirical evidence, e.g. Autor and Dorn (2013), that

wages for high-skilled workers rose stronger than those wages for low-skilled workers.

2.4.3.3 Regional Educational Polarization

This section presents empirical evidence that the local decrease in routine jobs leads raises
the probability of young labor force participants to make more “extreme” educational
choices. However, the advantage of adding geographic variation comes at the expense
of not being able to retrieve information about the parental background. I compute the
five indices of educational polarization from Table 2.6 for all commuting zones for the
census years between 1970 and 2018. To determine the effect of labor market polarization,
I estimate a similar model as for upward mobility in equation (2.18). The estimation

equation takes on the following form:
EducPolarizationj; = Bo+ B1 ARoutinej;—1 +Xjr—1© +v + s +€jr, (2.22)

where EducPolarization j; denotes educational polarization indices of labor force partici-

pants between 20 and 29 in commuting-zone j in census year t. Educational polarization
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is explained by the change in local routine employment during the previous decade, i.e.
before the individuals whose educational choice I measure actually enters the labor mar-
ket. I include a vector of controls (also expressed as 10-year changes) based on the control
variables by Autor and Dorn (2013).16

The estimation accounts for the median-preserving property of the polarization indices in
two ways. First, I limit the sample to commuting-zones where median education is equal
to the national mode of median educational across commuting-zones in a given year. |
choose the national mode over the national median because it maximizes the number of
commuting-zones in the sample. Second, I include time-fixed effects (;), meaning that I
only exploit within-period variation when determining the impact of the decline in routine
employment on educational polarization. Further, state-fixed effects (y;) capture differ-
ences in the institutional framework, e.g. the age of compulsory schooling, ranging from
16 to 18. This can have implications on high-school dropout rates, which would imply
stronger educational polarization.

The parameter of interest in this regression is 31, which, according to the model, should
be negative as a weaker decline in routine occupations implies less extreme education
decisions. For comparability across indices and better interpretation of the coefficients, I
normalize both the polarization indices and the change in routine employment.

Table 2.7 shows the results based on estimation equation (2.22) with the five different
measures of educational polarization in columns (1) to (5). The panels differ in their esti-
mation strategy, the upper one shows the OLS results, and the lower shows the results for
the IV estimation strategy.

Both panels show that there is a negative impact of the 10-year change in routine employ-
ment on educational polarization of young labor force participants in the OLS estimation.
In other words, the weaker labor market polarization in a commuting zone, the less po-
larized are education outcomes of young labor force entrants. In magnitudes, the point
estimate in the first column in panel B a one-standard deviation decrease in routine em-
ployment raises the polarization index by 1.09 standard deviations. The coefficients are
negative for all indices. Surprisingly, they are smaller for both ANY indices stressing
the upper part of the distribution, i.e. ANY(2,1) and ANY(4,1) in columns (2) and (4),
respectively. The difference in the point estimates indicates that young labor force par-
ticipants are more likely to choose lower education levels in response to stronger labor
market polarization. They also choose higher levels of educational attainment, albeit a
lower rate.

Panel B shows the OLS estimates, where I use the covariates are expressed as lagged
levels. Compared to Panel A, the point estimates are smaller in size, around the factor

of 3.5. A one percentage point decrease in routine employment over 10 years increases

16 T exclude the ratio of college to non-college population as this educational polarization is a similar
measure to this ratio, but focuses on the young labor force participants.
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Table 2.7: Education Polarization and Changes in Routine Employment

(1) 2) 3) (4) )
AF ANY(2,1)  ANY(1,2)  ANY@4,1)  ANY(1,4)

Panel A - OLS - Covariates as Differences

A Routine -0.28%** -0.44%+* -0.40%** 0.48*** 0.4+
(-7.70) (-10.41) (-10.01) (-10.16) (-10.50)
R2 0.65 0.50 0.58 0.45 0.54

Panel B - OLS - Covariates as Lagged Levels

A Routine -0.08"** -0.13*** -0.12%** -0.13*** -0.127**
(-3.29) (-4.95) (-4.64) (-4.85) (-4.89)
Obs. 3543 3543 3543 3543 3543

F-Statistic

Notes: This table estimates the impact of changes in routine employment per working-age popula-
tion on various indices of educational polarization on the commuting-zone level for the workforce
between 20 and 29. Commuting zones are chosen such that their median is equal to the national
median in order to maximize the number of observations. Panel A shows the OLS results mea-
suring the covariates as changes, and Panel B shows the OLS results measuring the covariates in
(lagged) levels. Year- and state-fixed effects are not shown. Observations are weighted by popu-
lation share in 1970. p-values are shown in brackets. * denotes 10% significance, ** denotes 5%
significance, *** denotes 1% significance.

educational polarization at least 10 percent of a standard deviation for all polarization

indices.

2.4.3.4 Individual Education Choices

In the final part of my analysis of educational decisions, I consider individual level data
on education from the Current Population Survey (CPS) and merge it with state-specific
declines in routine employment from the Decennial Censuses. This approach is equivalent
to Ferriere et al. (2020), who investigate individual education decisions in the case of
detrimental labor market shocks in the form of Chinese import competition. I estimate

the linear probability model

4
Cist = Bq]l{Y[,,eq}ARoutinesl + 0, Ze_qst—l +Ys + Y + €ists (2.23)
g=1 q

where ¢;;; denotes the individual education decision of individual i in state s at time 7. 1
focus on four education decisions, namely high-school dropout, high-school graduation,

some college and college. College combines both college enrolment and college degree.!’

17 The individual graphs are qualitatively unchanged compared to the graph combining both education
outcomes.
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1(y,,eq) denotes an indicator function with value 1 whenever individual i’s household in-
come is in quartile g of the overall income distribution. In order to account for peer
effects, ;51 measures the fraction of each income quartile with the same educational
decision at ¢ — 1. y; and 7y; indicate state- and time-fixed effects.

The parameters of interest are 3 to B4. Each B, provides information how the decline in
routine employment in the previous decade affects the educational decision over all indi-
viduals conditional on the individual located in income quartile g. I expect the B, point
estimates to indicate that extreme educational choices are less probable if labor market
polarization is weak. For example, I expect B; to be negative if the dependent variable
1s high-school drop-out. A negative sign would imply that children from families located
in the first quartile of the income distribution are less likely to drop out of high-school if
labor market polarization is weak. Analogously, I expect B4 to be negative if the college
is the outcome variable.

Figure 2.6 shows the coefficient estimates of the linear probability model with four differ-
ent educational choices. The coefficient plots allow for two comparisons. First, each
graph compares how labor market polarization impacts the likelihood across children
from all income quartiles (Q1 to Q4) to choose a given level educational attainment. The
second comparison is to compare the point estimates for children from a given quartile
and how labor market polarization affects all education choices.

The coefficient plots reveal that the labor market polarization has a similar impact on

most education outcomes of the lower two quartiles. The upper two panels provide evi-
dence that children who grow up in families below median income are less likely to choose
either dropping out or finishing high-school if labor market polarization is weak. In other
words, if the decline in routine-income jobs in the state where children is small before
children enter the labor market, the children from parents with below-median income are
less likely to choose lower levels of education, specifically to drop out or graduate from
high-school. Instead, they are more likely to choose higher education levels, albeit one
important difference exists. Children from the lowest quartile are more likely to attain
some college education, whereas children from the second quartile are more likely to be
enrolled in college or have a college degree.
Labor market polarization also impacts the education choices of children from families
above median income. Comparing all four panels, children from more affluent parents are
less likely to choose the highest level of education if labor market polarization is weak,
1.e. if the decline in routine employment is small. Surprisingly, they are more likely to
drop out of high-school, and in the case of children from the highest income quartile,
also to graduate from high-school or to obtain some college education if labor market
polarization is weak. The strength of the decline in routine employment does not have a
significant impact on children from the third quartile to obtain high-school education.

Overall, the results of the linear probability model indicate stronger “education sticki-
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Figure 2.6: Individual Education Choices
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The coefficient plots show the point estimates of the linear probability model in equation (2.23) for various
education choices. In the top left panel the dependent variable is a binary indicator of high-school dropout,
and in the top right panel the dependent variable is a binary variable of high-school graduation. The bottom
panels focus on college education, with the left one on some college education, and in the right panel the
education decision relates to college enrolment and degree.

ness” if labor market polarization is high. With a strong decline in routine employment
in the state where children live in before they enter the labor market, the probabilities to
choose extreme educational attainment levels more similar to their parental background

increases.

2.4.4 Qualifying Predictions

This section confronts the remaining predictions with the data. First, the model also
makes predictions how locations differ with respect to housing prices, demand for capi-
tal and thick tails. Specifically, the model predicts that high-productivity locations have
higher populations and housing prices, demand more capital and exhibit thick tails. With
the additional assumption of same area across locations, higher population also translates
into higher density. In a second step I confirm that high-income parents provide more

support to their children, both in absolute and relative terms. Therefore, the assump-

54



CHAPTER 2. POLARIZATION AND INTERGENERATIONAL MOBILITY

tion of financial support proportional to parental income is conservative. Relaxing this

assumption would reinforce the model predictions obtained in Section 2.2.

2.4.4.1 ICT Investment, Housing Prices and Thick Tails

First, I investigate the spatial pattern of demand for computer capital with respect to log
density. One of the key model predictions relates to productivity and density. The more
productive location has a higher population size, and with the assumption of the same
area, is also more densely population. Therefore, I use log density to represent productive
regions.

The model predicts that locations with higher density demand more capital due to larger
absolute number of workers in routine occupations. If the relationship between capital
demand and historical density is positive, then historical density serves as a good predic-
tor for the rise of ICT capital. Capital also performs routine tasks, and therefore replaces
routine workers and makes investment in secondary education less profitable.

I measure ICT investment per worker, which is more forward-looking compared to actual
computer adoption or IT budget per worker. Other studies, such as Beaudry et al. (2010)
and Autor and Dorn (2013), use computer adoption, though there is likely a strong pos-
itive correlation between ICT investment and computer adoption. Eeckhout et al. (2019)
use establishment-level data at the MSA (“Metropolitan Statistical Area”) in order to
measure IT budget per worker. In order to measure ICT investment per worker for each
commuting-zone, I apportion ICT investment to the region according to its share of na-

tional industry employment, i.e. shift-share measure:

. (2.24)
Ly Lj

crp =y
k
In this equation, L, measures total employment in location j in year ¢, and /CT}; denotes
total ICT investment in industry & in year ¢. The first fraction is a weighting factor, which
exploits variation in the local employment structure. The variation arises mainly from the
differences in ICT-using industries across commuting zones.
Figure 2.7 measures plots the relationship between historical log density and ICT invest-
ment per worker for three different years, namely in 1982, 1992 and 1997. For compa-
rability across time, I measure ICT investment per worker in 2010 USD. It is visible that
ICT investment increases over time, in line with the IT boom in the 1990s. The unit of
observation is the commuting zone in the United States. Observations are weighted by
the share of population relative to the whole population in the United States in 1970.
All three scatter plots show a positive and economically meaningful relationship be-
tween ICT investment and historical density. Over time, i.e. across the three scatter plots,

the relationship between historical density and ICT investment per worker increases. In

55



CHAPTER 2. POLARIZATION AND INTERGENERATIONAL MOBILITY

Figure 2.7: Density and ICT Investment
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The scatter plots show the correlations between historical levels of density (expressed by its log) and ICT
investment per worker in various years on the commuting-zone level. As expected from the model, the
slope is positive. Observations are weighted by their 1980 population share.

the left panel, the slope is equal to .57 and statistically significant at all conventional lev-
els. This means that an increase of density by 1% is associated with an increase of 5.70
USD (in 2010 value) of ICT investment per worker. The slope coefficient nearly doubles
comparing ICT investment in 1982 and 1992, and more than doubles again between 1992
and 1997. In total, it nearly increases by 4 times in real terms between 1982 and 1997.
This is reflective of the strong investment boom in the late 1990s prior to the Dotcom
bubble burst in 2001. The graphs show that this investment boom largely concentrates in
areas with high density and high human capital. This is true especially given the surpris-
ingly large R? of around .5 in five out of the six correlations, with the exception of ICT
investment and density in 1982 with a value of .34. The strength of the relationship is
based on regressions applying the same weights and are shown in table 2.E1 in Appendix
B.

Another model prediction relates to housing prices, specifically the model predicts higher
housing prices in the more productive location. This is because individuals are geograph-
ically mobile without relocation costs and therefore utility is equal for all individuals
with a given educational level. This assumption leads to real wage equalization across
locations. As equations (2.5a) to (2.5¢) indicate, wages depend on location-specific pro-
ductivity levels. Therefore, housing prices need to be higher in the more productive, and
therefore larger, location.

Figure 2.8 shows the relationship between average commuting-zone rental costs and
historical (log) density for three different census years, where information on rents is
available. In line with the model prediction, the slopes are positive in all three scatter
plots. I show the relationship between rents and historical density because less low-
income families own real estate, therefore rental costs are a better approximation for
them. However, due to the strong relationship between local rental costs and local hous-
ing prices, the correlation between housing values and historical density is also positive.

The scatter plots for the same years are shown in Figure 2.E1 in Appendix B.
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Figure 2.8: Density and Rents

4 a 6 2 a
Log Density 1970 Log Density 1970 Log Density 1970

© Log Rent (1980)

Fitted Values © Log Rent (1990)

Fitted Values © Log Rent (2000)

Fitted Values

(a) Rents 1980 (b) Rents 1990 (c) Rents 2000

The scatter plots show the correlations between historical levels of density (expressed by its log) and rents
in various years. As expected from the model, the slope is positive. Observations are weighted by their
1980 population share.

The last model prediction refers to thick tails. The rising capital stock reduces the returns
to routine employment. As individuals decide on their educational attainment based on
future wage ratios, they increasingly choose either primary or tertiary education. Subse-
quently, they work in either manual or abstract occupations, while the number of workers
of routine tasks is shrinking. As shown above, high-productivity locations demand more
capital, and therefore the share of manual and abstract workers should increase stronger
in high-density commuting zones. To test this prediction, I relate the changes in college

and non-college service employment to historical density.

Figure 2.9: Density and Thick Tails
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The scatter plots show the correlations between historical levels of density (expressed by its log) and thick
tails on the commuting-zone level. The left panel shows the change in non-college service employment
between 1970 and 2010 on the vertical axis, while the right panel depicts change in college service em-
ployment between 1970 and 2010 on the vertical axis. As expected from the model, the slopes are positive.
Observations are weighted by their 1980 population share.

Figure 2.9 shows that the tails of the occupational distribution are increasing stronger
in high-density commuting zones. The left panel relates the change in non-college service
(manual) employment between 1970 and 2010 with log density in 1970. In line with the

model prediction, the slope is positive. The right panel plots the change in college service
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(abstract) employment against historical density. The slope is also positive, and stronger
than for the change in non-college service employment. The model predicts equal changes
across locations, but this is the result of the simplifying assumption of symmetry between

manual and abstract employment.

2.4.4.2 Intergenerational Transfers

I conjecture that parents bequests the same proportion of their income to their children
independent of their occupation, and hence income. Previous work on bequest motives
across the income distribution, e.g. Menchik and David (1983) have established that
richer parents tend to bequest more to their children. In the model, this assumption leads
to more equal chances of children from low- and middle-income parents. In other words,
it increases the chances of children whose parents work in manual or routine occupations
to attain tertiary education and to experience upward mobility with respect to education,
occupation and income.

In order to test the assumption, I make use of two supplemental studies from the PSID,
1.e. the “Transfers Module” in 1988 and the “Rosters and Transfer Module” in 2013.
They contain information on money given to children (in USD) and on how many hours
parents help their children. I can link both supplemental studies to other information in
the PSID and determine exact intergenerational transfers and how they differ by parental
occupational group. Importantly, I investigate both absolute and proportional pecuniary
support from parents to their children. I compute the proportional share of money support
to their children relative to the definition of permanent income, i.e. I use parental income
when children were between 13 and 19.

Tables 2.8 and 2.9 depict parental income, money support from parents in dollars and in
percent, and time help. The latter also includes information on the share of parents pro-
vide pecuniary support to their children in school. Consistent with the ranking of wages
in the model, average parental income is highest for abstract occupations, and followed
by routine and manual occupations. Similarly, children get more money in absolute terms
in this ranking in 1988, whereas there is a small difference in 2013 where children from
parents working in manual occupations receive more absolute money on average. Money
support relative to permanent income during teenagehood does not indicate that the as-
sumption is strongly violated, i.e. they are mainly in line with the previous literature:
richer parents tend to spend more on their children.'® The percentage in columns (3) is
not equal to the proportion of money support in column (2) to parental income in column
(1), but instead this reflects the average proportional change of the full sample available

in each supplemental study.

18 There is a small discrepancy from these findings in relative support for children from routine parents
relative to abstract parents in 1988, but the difference is not large.
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Table 2.8: Parental Transfers to Children (1988)

(1 (2) 3) “4)
Occupational Group Parental Money from Money from Time Help
Income Parents (USD) Parents (%) from Parents
Manual 51458.7 249.26 48 141.08
Routine 57737.93 529.89 .88 104.69
Abstract 80211.02 613.73 81 72.37

Notes: This table shows parental income and transfers of time and money to their children. It shows that
income is rising with occupational group, and so are monetary transfers by parents, both in absolute and
percent. Help in terms of hours declines with occupational groups. The data is taken from the in 1988 by
the PSID.

Columns (4) and (5) in Tables 2.8 and 2.9, respectively, show the average time support
in hours for the full calendar year by parental occupation. Interestingly, this relationship
across groups has completely flipped over time. In 1988, the relationship of money sup-
port (in USD) and time was inverse, that is the less money parents gave to their children
for support, the more hours they helped their children. By 2013, this has changed, i.e.
parents providing the most support in terms of money also provide the most support in

terms of hours.

Table 2.9: Parental Transfers to Children (2013)

(1 ) 3) “) %)
Occupational Group Parental Money Money Support Time Help
Income from from School (%) from
Parents Parents (%) Parents
(USD)
Manual 57762.11 498.14 74 15.54 77.12
Routine 63677.86 493.03 .82 19.74 80.69
Abstract 91012.91 1049.54 1.08 34.87 85.81

Notes: This table shows parental income and transfers of time and money to their children. It shows that
income is rising with occupational group, and so are monetary transfers by parents, both in absolute and
percent. Help in terms of hours declines with occupational groups. The data is taken from the in 2013 by
the PSID.

Finally, Table 2.9 shows the share of parents supporting their children in school.
The question in the supplemental PSID study asks whether parents support their child
in school. A clear ranking in line with the wage ranking in the model and in the table
is evident, namely a much larger share of parents with abstract occupations support their
children in school compared to parents in manual and routine occupations. This is proba-
bly driven by stronger educational attainment for children from high-income parents and
stronger financial support, and therefore already indicative of a sticky upper tail. The dif-
ference between support for educational attainment between routine and manual parents

is not as large, but still sizeable.
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2.4.5 Robustness Analysis

Dauth (2014) argues that there is no good measure of labor market polarization. In the
baseline estimations, I measure labor market polarization with changes in routine em-
ployment because it is the most remarkable consequence of routine-biased technological
change. In line with Autor and Dorn (2013), I proxy labor market polarization using the

rise in non-college service employment.

Table 2.10: Effect of labor market polarization on upward mobility

I. 2" Stage ) ) 3)
OLS OLS IAY

A Non-College Svc. Emp. -0.92%** -0.26%** 217
(-5.05) (-3.02) (-4.01)

State FE No Yes Yes

Controls No Yes Yes

Obs. 693 693 693

R2

F-Statistic 20.73

I 1% Stage

Log Density (1970) 0.24***
(4.07)
Routine Emp. (1970) 0.04***
(3.38)
Partial R?

Notes: The dependent variable of the second stage of the IV approach is absolute upward mobility
regressed on labor market polarization measured as the change in non-college service employment
between 1990 and 2010. The lower panel shows the first-stage results. Control variables and state
fixed effects are not shown. Observations are weighted by population share in 1980. t-statistics
are shown in brackets. * denotes 10% significance, ** denotes 5% significance, *** denotes 1%
significance.

Table 2.10 shows the results for equations (2.18) and (2.19) using an alternative proxy
for labor market polarization. As this proxy is rising with labor market polarization (op-
posite to changes in routine employment), I expect the opposite sign of the estimated
coefficient B; compared to the benchmark results, i.e. the sign of the coefficient should be
negative if labor market polarization has an adverse impact on intergenerational mobility.
Comparing the OLS results in Table 2.10 with those in Table 2.3, the magnitudes are very
similar, albeit the point estimates with changes in non-college service employment are
slightly larger. Comparing columns (1) and (2) of Tables 2.3 and 2.10, the magnitude of
the point estimates in the latter are 19% and 13% higher than in the former.

The crucial difference between Tables 2.3 and 2.10 is visible in the instrumental variable
estimation in column (3) of each table. The point estimate of the IV identification strat-
egy is increasing (in magnitude) by much more in the robustness analysis compared to
the benchmark estimation. While the OLS results are biased towards zero, the increase
in the point estimates from column (2) to column (3) is unusual. The first-stage results

do not indicate any weakness in terms the F-statistics or either the signs or statistical sig-

60



CHAPTER 2. POLARIZATION AND INTERGENERATIONAL MOBILITY

nificance. The F-statistic is well above 10, and the point estimates of the first-stage in
the lower panel indicate that the instruments, in line with expectations, raise the share of
non-college service employment.

In order to confirm the results obtained above, I use two further measurements of
intergenerational mobility taken from Chetty et al. (2014). The first is relative upward
mobility, which measures the expected rank of children from the richest versus the poor-
est families. This means that it behaves opposite to absolute upward mobility, i.e. a
higher value implies a lower degree of intergenerational mobility. Consequently, the ex-
pected sign for the estimated coefficient of B; in equation (2.18) turns negative, i.e. the
less strong labor market polarization, the smaller the distance between the expected ranks
from families at the top and bottom of the income distribution. The second measure is the
probability of an intergenerational transition between the lowest income quintile and the
highest income quintile. This measure is, just like the benchmark results, from the per-
spective of children from low-income families, hence the parameter [3; should be positive
(again).

Because the first-stage results the same as in Tables 2.3 and 2.4, Table 2.11 only presents
the results of the OLS regression and for the second stage of the IV estimation strategy.
For most specifications, the point estimate is - as expected - positive, indicating that in
commuting zones with stronger labor market polarization kids from top-income parents
experience higher expected ranks relative to children from low-income parents. As argued
above for absolute mobility, endogeneity is also a concern in these estimation, leading to
a downward bias for relative mobility (due to its inverse behavior) and an upward bias for
the quintile transition probability. Using the point estimate in column (2) of panel A, a
one percentage point increase in polarization (measured by a decline in routine employ-
ment) leads to an improvement of .53 ranks of children of the richest parents compared
to children from the poorest. The point estimates in panel A indicate that children from
the highest-ranked families profit more from labor market polarization than children from
the lowest-ranked families. Precisely, the difference in percentiles of children from the
lowest-ranked families and from the highest-ranked is equal to 4.09 percentiles comparing
commuting zones without labor market polarization to the median-hit commuting zone.
One reason why this is smaller than for the baseline results for children at the 25" per-
centile is that wages also changed non-monotonically. Autor and Dorn (2013) actually
show that wage losses were the highest for parents at the 25" skill percentile, whereas
workers below this skill percentile sometimes even experienced wage increases.

Panel B in Table 2.11 use the probability for a child reaching the highest quintile in the
income distribution conditional on his parents being located in the lowest quintile show
that labor market polarization also has a detrimental impact. Excluding the specification
with the first principal component of segregation, the sign is negative in all specifications

and statistically significant. Considering the point estimate of column (2), it shows that a
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one percentage point increase in routine employment reduces the transition probability by
0.44 percentage points. 3.42% more of the children from families in the lowest quintile
of the income distribution in commuting zones without labor market polarization would
reach the highest income quintile compared to children from the median-hit commuting
zone. This difference is nearly equal to the difference between the 25™ and the 75™ of

this mobility measure (3.85%).

2.5 Conclusion

Does labor market polarization limit the equality of opportunity for children from low-
income parents? To understand the relationship between both phenomena, I set up a
simple theoretical framework drawing on existing models on educational choice and labor
market polarization. The model features substitutability between routine employment and
capital and exogenous location-specific productivity differences. The education decision
of the young generation depend on future wage ratios and parental bequests. Due to the
substitutability between routine labor and capital, a rising capital stock reduces the returns
to routine employment. Location-specific productivity differences impact local demand
for capital, hence the decline in routine employment is stronger in high-productivity re-
gions. The model also predicts that more productive regions are larger and more dense.
Subsequently, I take the model predictions to the data. The key model prediction relates to
upward mobility of children from low-income parents. The decline of both routine wages
and jobs reduces the chances of children to climb the economic ladder. I estimate the im-
pact of labor market polarization on absolute upward mobility from Chetty et al. (2014)
exploiting commuting-zone variation in the United States. To tackle various endogene-
ity issues I estimate the causal impact with an instrumental variable estimation strategy.
Based on the model and the previous literature, I use (log) density and the historical share
of routine employment before the arrival of the first commercially successful personal
computers as an instrumental variable. The results provide evidence that labor market po-
larization substantially reduces the expected rank for children whose parents are located
at lower parts of the income distribution.

Using intergenerational elasticity as another measure of intergenerational mobility, I show
that the model prediction over time also holds in the data. With less intergenerational tran-
sitions out of manual and abstract occupations, the model predicts a rising IGE for these
two groups. On the other hand, for children whose parents work in routine-intensive oc-
cupations, parental income the model predicts a lower importance of parental income as
they transition into both manual and abstract occupations. I exploit information on chil-
dren and their parents from the PSID and test these model predictions. This pattern holds
overall in the data, and the pattern evolves over time as labor market polarization pro-

gresses. However, the main changes in intergenerational elasticity take place for children
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from both routine and abstract occupations, whereas IGE stays at a similar level for chil-
dren with parents in manual occupations.

The empirical evidence supports that the importance of the education channel via which
labor market polarization reduces intergenerational mobility. First, I provide evidence
that education of young labor market entrants has become more polarized over time in
the United States. Second, I compute family premia for different levels of educational
attainment, which suggest rising stickiness with respect to education. Third, I show that a
decline in routine jobs raises local educational polarization for panel of commuting zones.
The results suggest that labor market polarization drives extreme educational choices at
both tails of the distribution. In the fourth and final step I estimate how labor market polar-
ization affects individual educational choice depending on parental income. The findings
support the notion of educational stickiness if labor market polarization is strong.

One concern with this paper is to ask whether the results also hold in countries where tu-
ition fees are low or equal to zero. While the model assumes pecuniary bequests, Mayer
et al. (2019) underline that other factors such as parental support and encouragement also
matter for the decision on educational attainment. If non-pecuniary elements also matter
for educational attainment, then the results of this study are likely to hold in other coun-
tries as well. For example, Landersg and Heckman (2017) argue that the mobility pattern
between Denmark and the United States is “remarkably similar”, whereas Andrade and
Thomsen (2018), using the same data, conclude that mobility is substantially higher in
Denmark. The data on regional upward mobility for Italy by Giiell et al. (2018) combined
with data on regional labor market polarization can provide insights into whether the re-
sults change substantially as tuition fees in Italy are much lower than in the United States.
Overall, these findings are important for a variety of reasons. First, the findings in this
paper contend with the notion that neighborhood is the main explanatory factor of inter-
generational mobility as argued in Chetty and Hendren (2018a) and Chetty and Hendren
(2018b). Instead, it highlights the role of labor markets as suggested by Rothstein (2019).
Secondly, the paper highlights the role of structural transformations, subsequent wage
declines for certain occupations, and how the next generation with parents who work in
these vulnerable occupations is affected. Therefore, in order to allow children from all
background to achieve their potential, it is crucial to identify vulnerable occupations dur-
ing structural transformations, e.g. for the future the rise of robots as documented by
Graetz and Michaels (2018) and Acemoglu and Restrepo (2020). Third, the findings in-
dicate that segregation by race and/or income can also play a role, in line with findings by
Fogli and Guerrieri (2019) and Chetty et al. (2020).
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Appendix A
2.A Polarization over time

As this appendix concentrates on how rising capital stock in the economy affects educa-
tional choices over time, I drop the subscript j from the notation here. All derivations
hold for all locations, independent of their difference in exogenous productivity A ;.

The exogenous driving force in the model is the technology parameter of capital {;. Given
the assumed production cost of this intermediate good, it is equal to price of capital (py;).
The capital stock rises with falling technology parameter zeta;. Importantly, if the tech-
nology parameter is sufficiently large, there won’t be any capital produced, and the econ-
omy produces the final good with three factors of production, i.e. manual, routine and
abstract labor.

A rising capital stock in the economy detrimentally impact routine wages, but affect nei-

ther manual or abstract wages:

Mmj =0 (2.25a)
Iy <0 (2.25b)
IMaje =0 (2.25¢)

Individuals take into account wage ratios when making their choice on education as
seen in equations (2.11) to (2.16). The three wage ratios of importance react distinctly on

a rise of capital (induced by falling price of capital):

O(Wmjt /Wajr)

= 0 (2.26a)
(W jt /Wrjt)
>0 (2.26b)
O(Wrjt/Wajr)
e <0 (2.26¢)

Based on the assumption of substitutability between routine labor and capital, i.e.
(V- < 9), these comparative statics show that how the rise of the capital stock changes
wage ratios and therefore the thresholds of educational frictions.
For example, the threshold of educational frictions with respect to the choice between rou-
tine and manual employment, i.e. secondary or primary education, is defined in equation
(2.11) as:

ijl+1:|
)

amr
Tijt —xmjt[l_ .
Wrjt+1
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where an increase in the wage ratio between manual and routine occupations (induced by
falling capital prices) raises the threshold level of educational frictions for which an indi-
vidual chooses secondary over primary education. Hence, less cross-generational trans-
fers out of manual into routine occupation occur. While transitions from manual into
routine occur at a lower rate, this wage ratio also impacts children whose parents work
in routine occupations, where an increase in the wage ratio between manual and routine
occupations leads to more transitions out of routine into manual employment.

Just the same pattern emerges when considering individuals choosing between secondary

and tertiary education, i.e. routine and abstract employment.

1 Pt
gra — it [1 WaﬁH}
e _ Wrjeet 0
Wajt+1
|1 Wil
qar _ { Ww‘m]
iyt _ Wrjrtl
Wajt+1
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2.B Labor Demand

Labor demand for manual and abstract tasks is derived from equation (2.10 and plugging
in wages based on the firm maximization problem, i.e. equations (2.5a) and (2.5¢c). As the
argumentation is analogous, I will only derive labor demand for manual tasks in detail.

It holds that:

A Byt
Lot = [f(ﬂ) }Y’" Lo, 2.27)
1 \P2t

Further, T use the labor market clearing condition (L;; = L;j; + L ¥V i), where i € (m,r,a).
Substituting the labor market clearing condition in for L,,|; and L,;; separately, yields the

following labor demands:

1
Ay \ pu mt Ly
Lm 1t = 1 -

A Pl Ym—1 A D1t Ym—1

Analogously, for abstract labor demand:

4(z) ] L
A . a
Loy = -2 and Ly = “©@___ (2.29)

Bt B 7
A ¢ Ym—1 A f Ym—1
[ (5] [ (5]

Labor demand for routine labor in both cities is based on equation (2.5d). Manipulating

for each city yields:

1 Dt ee (1-v)8 %
L :{—[( )Y" K 70 —A]} K 230
rlt A, AIYrAk 1t k 1t ( )
1 Pkt Yr(ie (17%)9 &
L :{—[( ) K, —A]} K 231
2 =4, \ A 2 k 21 (2.31)

It is important to note that labor demand for manual and abstract depends on the ratios of
exogenous productivity levels and the price of housing, whereas demand for routine tasks

depends on local exogenous productivity and local capital demand.
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2.C Productivity and Housing Prices

This sections proves that housing prices are higher in the more productive region. Starting

from the housing equilibrium, where total housing supply H is constant for all locations

Jj:
Y hijLiy=H Vj. (2.32)
i
Substituting the equilibrium allocation for housing (4 i = B;V”’“) yields:
Zw,,,Llﬁ P ;) (2.33)

"B

Combining this result for both regions, I obtain:

P1e _ Wt +WritLr1s +WateLa1s

= : (2.34)
P2t Wm2eLmot + Wit Lyor +Wap Lot
Plugging in wages from equations (2.5a) to (2.5c) and rearranging gives:
Pu Aj
(Ar Lrlt +AkK1t) A Lrlt A (A Lrlt +AkK ) A LrZz =

P2 Al

[P A [ ot ] AL ALY 2.35

pZtAl m2t+ a2t ‘mlt alt (2.35)

Plugging in the labor demands for manual and abstract in both regions from Appendix

2.B, and manipulating yields:

ple
P Ay

VY .
_ ( Lt ) [&@_&(&ﬂvﬁl
—A, :
1+[%(&>B]Ym_l Arpxy Al \px

P2t

Ya
B 72y
+Aq La &&_IE(@) [ 2.36)
1+[&(&>B}yﬂ1 AL px Al \px
Ay

P2t

(A Lrlt +AkK1t) A Lrlt (A Lrlt +AkK2t) A LrZI

_|_

Now I focus on the LHS of equation (2.36) by starting to reconsider the wages for

routine in both regions. Combining equation (2.5b) for both regions and the real wage
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equalization equation (2.10), I can show that:

=9 P \BA; =8 /Ly 01
(ArLy+ AKE) T = (T2) AL + AKD) T (1) (237)
T

Plugging this result into the LHS of equation (2.36) and some rearranging yields:

1B L
(ALY, +AkK1,) o ALY, [1 - (p ”) 2 } (2.38)
e P2t Ly

Now we can substitute multiple terms from equation (2.38), which is equal to the LHS
of equation (2.36) from other parts. Specifically, I concentrate on the first term (A), the
second term (B) and the last term in the squared bracket (C). For A, I can use (2.5d):

e ¥ 145 1-0

Second, for B, from the labor demand for routine labor in region 1, I get:

(1= Yr)

k r— —
ALY, = (A]’; . k>Y K" —AKS (2.40)

Third, for C, the derivation is somewhat longer. Starting with the acknowledging that the
price for capital is the same for all regions, and therefore using equation (2.10), it holds
that:

Wrl

’ p
o (2) (2.41)

Wit

P P2t

Plugging in the equations (2.5b) and (2.5d) for both regions and rearranging yields:

Leiy _ (@)eﬁl&

(2.42)
Lo P2t K>

Plugging in labor demands for routine tasks for both locations, i.e. equations (2.30) and

(2.31), and rearranging

(1-vr)®

B Pkt oK Yr—6 —A
T _ ApA in k
Pt _ Dkt - 7 —0 YrYr
AoYrAk " K — A

(1=vr)®
Solving for K, yields:

(1=yr)0 pe pe ]

% A Yr(ie re) Pl 1-8 Pl 1-8 Pkt Y0
=) RSO0 - () T Gs) T e
Ay D2t D2t A2YrAg
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I am also exploiting the labor market clearing condition for routine labor (L,; = L, +
L,2:), where I also plug in the respective labor demands given in equations. Solving this

for Ky, yields:
! o lome o
Laa? — | (525 )7 KT - A 'K
KZ[ — (1*Yr)9 é (2.45)
)2 prr Yr—90
[(AzY];tAk 0Ky, _Ak}

Plugging equation (2.44) into the denominator of equation (2.45) and manipulation gives:

1 85 U-m)o &
9 Yr— r—

Laa? = | (x25)7 'K - ad K

Ky = (2.46)

% (1-vr)8 e
P\ '™ Yr—6 Pkt -t
(Pm ) [Klt <AerAk ) Ak]

Plugging equation (2.46) into equation (2.42) and replacing L,o; = L,; — L,1; gives:

D=

: o twe !
0 )4 r— Yr—0
Lyt — Ly LnAr — [(AIYI;tAk> Ky _Ak} K
2 24D
[KltYr—G (All,)yl;tAk> r _Ak:| K][

Now that I have found expressions for the terms A, B and C in equation (2.38) shown in

equations (2.39), (2.40) and (2.47), respectively, I can plug them into equation (2.36):

Vr vr(1-6)

[( Pkt vr—eKlty,—e P Klz]x
AYrAk ArYr
p o Gwme B
(1 + (5—;) > [(Aﬁ(%k)Y KltYr o —Ak} K — (%) L. A7
X (118 i I -
r— —Yr
™ ()

T .
» ( L ) Aapu_ Az (piyhat
o p % A] P2 A] D2
A f Ym—1 t t
(e
Ya Ya
+A La Aapu A (2) B] T (2.48)
a .
14 [42(pu Byt Arpxy Al \pxy
Ay \ pu

Equation (2.43) is essentially equivalent to Eeckhout et al. (2019, Eq. F.1).

I can now commence the proof for housing prices dependent on productivity advantages
in location 1. T am working with contradictions. Assume A, > Aj and py; > pa;. This
implies that the RHS of equation (2.48) is greater than zero as B € (0, 1), so the LHS also
has to be greater than zero. The first term in squared brackets is also greater than zero -

see equations (2.39) and (2.40) - , so I have to investigate the term in curly brackets in
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equation (2.48): For the inequality to hold, it has to be greater than zero, so after some

rearrangement, I obtain:

1 6 (1-vr)6

1
1 25 -t 1
P2\ P! LnA7? - [(Aﬁy%k>y K, _Ak} Ky
K (E) > 5 (1108 T (2.49)
! Yr—6 —0 2]
[(Azpy]fAk> K, _Ak]
B
Dividing the last equation by Z—Z -0 this yields:
o P v e §
par\ 1% LnAr — [(A,y’fAk> K" _Ak} Ky
Ki; <P_1t) ~ B 6 (e T (2.50)
— Yr— —0
e [(Azl;(]:;\k> K" _Ak]
When combining equations (2.44) and (2.46), I obtain:
6 (1-vr)® 1
r— — (1=vr)®
p % (1y Yl’e)e )2 Yr—8 é -
1 r— k r—
(p2;> [Kl’ (Al'YrtAk> _Ak}
Ap\ g Lo 2 o o
= (A—Z)Y K, <@>1 "4 [1— (ﬂ)l °}Ak<Ap’“A )" @ @2.51)
! Pu D2t 2YrAk

This equation is essentially equivalent to Eeckhout et al. (2019, Eq. F.2). I can infer from
equation (2.51) that, given the assumptions about exogenous productivity differences and
prices, i.e. Ay > Al and py; > py, that the last term is smaller than zero. Consequently it
has to hold:

= r—0 —0 0
By Laaf = [ (527K - A K
Klz<@> 1-6 (1—y,)0 <
D1t

(2.52)

Equations (2.50) and (2.52) allow me to focus on the exponents of the LHS, respectively.
For the assumptions set out at the beginning of the proof (i.e. A > A and py; > pa;) to
hold, I need that both inequalities hold, indicating that the exponent of equation (2.52)
is smaller than that of equation (2.50) given that ;;—fi < 1. Thus, by subtracting the latter

from the former, it should give a negative value:

. po P 6-7, pe (1_(9—% Py-

_ I L U e R NI 2,
-8 1-0(1-y)0  1-0 1—%)9) tioy 70 @39

Hence, I get a contradiction from equations 2.50 and 2.52, and it holds that the more

productive region has higher housing prices. In formal terms, this proves that pj; > po; if
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Al > As.

P
Starting again with equation (2.48) and the squared bracket, and a proof by contradiction,

B
I further show that it holds: If A > A,, then 4L (p 2t> > 1.

§
I assume that A} > A, and 4L (ﬁ?ﬁ) < 1. This assumption implies that the squared

bracket is positive, rendering its RHS also greater than 0:

Ay pu [Az (pn

B Y
>0, withie {m,r}. (2.54)
Arpy LA P2z> } {m,r}

This implies that the LHS of equation (2.48) must also be positive. Following the previous
argumentation, the inequality of equation (2.50) also has to hold. Also, in equation (2.51),
we know that the last term is negative as pj; > pa;. Therefore: Using the RHS of both

these equations, and dividing yields:

b (e T
b= [(s8) K ALK oy
> () K (2! (2.55)
pus o [ b\ g Ar P2
(5)"" 5" (ali) ™"~
Using the last inequality and dividing it by the last inequality gives:
1 _B6 ¥r—0
RHSS0) _ A1y (pa if [1-ssy] 56
RHS(2.55) \A, Pl '
After some rearranging, I can write the previous equation as:
RHS(2.50 A 1=y,(1-B)
(2.50) [ 1(172;) }1 w' (2.57)
RHS(2.55) Ax \py;

Analogous to the exercise above of comparing exponents, I can show that: 1 —v,(1—f) >
B. As p1; > pas, then it holds that:

A -%0-B) A B
() <Z(2) <, (2.58)
Ax \pis Ax \pit

where the last inequality comes from the initial assumption to work towards contradiction.

As vy, € (0,1), then ﬁ > 0. As a consequence, Eggg ggg < 0. This means that both

inequalities cannot be satisfied and therefore I have a contradiction.

Formally, this means:

Al (P p
— (=) >1. 2.59
A (P1t> (2.59)
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2.D Productivity and Population Size

The calculation is the same for both manual and abstract labor, I will show this with
the example of manual labor. Labor demand for manual tasks in location 1 is given by
equation (2.28):

1
- )] " i
xS

B
As shown in Appendix 2.C, it holds that ﬁ—; > (Z—fi) . Using these results for manual

labor demand in location 1 yields:

L
Ly > 7"” (2.61)

as, by assumption > 1. This implies that L,,;; > L,; and, as stated above

] ] Y
analogously for abstract labor, L;1; > Lgo;.

Now, location 1 can only be smaller if L, > L,;;. To show that this is not the
case, I will be working with a contradiction.
Re-consider equation (2.51). I have shown that pj; > py; if A; > A3. This means that the

second term of this equation is negative, and it holds:

D=

1 e 2 L 5 (w0
Lot} — | (i oK~ K| pir\PA2 7
B : > K (2.62)
Kﬁ Pkt - A P2t Al
1z A1YrAg Tk

Going back to equation (2.47), and using the assumption L,y; > L,{; (implying M

1), it also holds:

1 1= '
9 Yr—6 —0 0
Laa? = | (525 )7 KT - 'K

(1-vr)6 Le %
Yr—9 Pkt Yr=
< (ahew) ™ -

Manipulation of the previous equation implies:

Ky > (2.63)

| o, (-me 1
(1-7,)8 LAY — [(Ag(kiqk) r [(ltvrfe —Ak} K <1—zr9>e
K79 S { r T
1t

(2.64)

(1-vr)8 Le é
Yr—6 Pkt "r=o
[Klf <A1YrAk) Ak}
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Combining equations (2.62) and (2.64) implies that:

6 (1-vr)8 1

1 r—6 ) ]
(1-1)0 LA — {(Ap’“ )Y K. —Ak] Ky | e B & ()8
0 1YrAk Lt 78 Pu\PAI o —0

Klty >{ (1-v)8 [2 1 } > [( ) Afz} KltY (2.65)

R T, Pi
|:K1t (AerAk ) Ak]

As shown above, it holds that ﬁ—; <§—i>ﬁ > 1. This implies that, as the last term the first
term of the third component in equation (2.65) is greater than one as Y, < 0. Hence, |
found a contradiction, and it must hold that L,; > L.

Ultimately, it holds that the share of each labor type in location 1 is higher than in location
2, hence it holds that the size of location 1 is greater than that of location 2, i.e. S1 > S»
asS;=Y,;Lij V]
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2.E Productivity and Demand for Capital

Following the proof from Appendix 2.C, i.e. prices are higher in region 1 compared to
region 2 (p1; > pas) if A| > A>. The price for capital is the same for all regions, therefore,

using equation (2.10), it holds: :

=

rlt

L B
% — <,]j_;> (2.66)

Plugging in the equations (2.5b) and (2.5d) for both regions and rearranging yields:

Lrir _ (@)eﬁl&

(2.67)
Lo D2t Ky,

Plugging in labor demands for routine tasks for both locations, i.e. equations (2.30) and

(2.31), and rearranging

(1*Yre)9
B Pkt y,—86 -9
Pt H_Aly,AkY Klt Ag (2.68)
o) T '
3 Yr—6 Yr— _
ArYrAg Ko Ax

As shown above, it holds that pj; > py; if A| > A, and by assumption, ¥, < 1, then the
LHS of equation (2.68) is smaller than 1. Hence, the RHS also has to be smaller than 1.
Setting the LHS smaller than zero, and simplifying then yields:

(1-vr)®

Al)vree (Kn) o
o1 > (2 (2.69)
<A2 K2t

Remember that y, < 0, hence the inequality sign turns around when cancelling out expo-

nents as far as possible. Then it holds that:

A K 1-y,
A o (i) (2.70)

Ay \Ky
By assumption, if A; > A, the LHS of equation (2.70) is greater than 1. Subsequently,
the RHS must also be greater than 1, and as ¥, < 1, the RHS is only greater than one if
K > K.
Consequently, capital demand is higher in the location with higher exogenous productiv-

ity.
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Appendix B - Empirical Evidence I

Table 2.E1: Correlations of Density and Human Capital with ICT Investment per Worker

(D 2 (3)
Log Population (1970) 0.57%* 1.08*** 2.21%*
(19.64) (26.11) (25.22)
Constant 4.38%* 3.06*** 6.23%**
(26.89) (13.15) (12.67)
Obs. 736 736 736
R? 0.34 0.48 0.46

Notes: The dependent variable is investment in computer capital per worker in USD. Column (1)
show ICT investment in 1982, column (2) for 1992, and column (3) for 1997. Columns (1) to (3)
regress ICT investment per worker on log density in 1970. The coefficients are equal to the slope
of the fitted line in Figure 2.7. Observations are weighted by population share in 1970. t-statistics
are shown in brackets. * denotes 10% significance, ** denotes 5% significance, *** denotes 1%
significance.

Figure 2.E1: Density and Housing Values

125

0 3 5 3 2 i 5
Log Densiy 1970

4 4
Log Density 1970 Log Density 1970

[£ tog Hovsing vaes (1550 Fited vaes | [ g Hovsing vates (1550) Fivea vaies | [ ogFousing Values @000) Fired vaiwes |
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The scatter plots show the correlations between historical levels of density (expressed by its log) and housing
values in various years on the commuting-zone level. As expected from the model, the slope is positive.
Observations are weighted by their 1980 population share.
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Table 2.E3: Parental Transfers to Children with six occupational groups (1988)

(D 2 3) “4)
Occupational Group Parental Money from  Money from  Time Help
Income Parents Parents (%)  from Parents
(USD)
Service 35936.69 217.96 49 178.33
Transport/Construct/Mechanic 54574.99 264.13 49 133.88
Cleric/Retail 55876.16 509.36 95 78.64
Operators 54598.2 586.7 93 137.07
Production/Craft 69030.2 436.3 .62 61.37
Managers/Professionals 79792.84 600 79 73.01

Notes: This table shows parental income and transfers of time and money to their children. It shows that
income is rising with occupational group, and so are monetary transfers by parents, both in absolute and
percent. Help in terms of hours declines with occupational groups. The data is taken from the in 1988 by

the PSID.

Table 2.E4: Parental Transfers to Children with six occupational groups (2013)

(D (2) 3) “) ®)
Occupational Group Parental Money Money Support Time
Income from from School Help
Parents Parents (%) from
(USD) (%) Parents
Service 39757.98 78.59 2 12.56 58.6
Transport/Construct/Mechanic ~ 62125.93 613.63 .89 16.2 78.36
Cleric/Retail 67713.45 659.89 1.08 23.87 84.53
Operators 55508.43 389.71 1 13.84 79.95
Production/Craft 69596.14 298.37 .39 21.35 74.5
Managers/Professionals 90523.03  1036.99 1.07 34.56 87

Notes: This table shows parental income and transfers of time and money to their children. It shows that
income is rising with occupational group, and so are monetary transfers by parents, both in absolute and
percent. Help in terms of hours declines with occupational groups. The data is taken from the in 2013 by

the PSID.
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Chapter 3

Firm-specific pay premiums and the gender wage gap in

21 European countries'

3.1 Introduction

Despite strong convergence in the gender pay gap, defined as the gap in hourly wages
between men and women with similar observable characteristics, in developed countries
over the last decades, a persistent gap remains, see e.g. Blau and Kahn (2017) and Kunze
(2018). The gender wage gap remains a pressing policy issue given that labor market
participation rates have mostly converged already. The current crisis with the spread of
Covid-19 renews the attention to gender gaps as it impacts women disproportionately rel-
ative to men. Alon et al. (2020) summarize the various dimensions through which the
crisis affects women.

The left panel in Figure 3.1 shows the decline in the gender wage gap for the 21 Eu-
ropean countries subject of our analysis between 2002 and 2014. In 2002, the average
pay gap between men and women was 20%, and since then it has been falling by about
one percentage point every four years, indicative of the slow progress during the last two
decades. We focus on firm premia as an important determinant for the gender wage gap
as it has been associated with overall wage inequality, e.g. for the United States by Song
et al. (2019). On average, firm-specific pay differentials account for 35 to 39 percent of
the gender wage gap, with strong country heterogeneity. For example, in 2014 the relative
contribution of firm premia to the gender wage gap was the lowest in France with 11%,
while it was the highest in Hungary with 77%.

Our first contribution is to disentangle the gender wage gap into a within- and
between-component for 21 European countries over 12 years using a matched employer-
employee data set. Previous studies, e.g. Card et al. (2016) and Coudin et al. (2018)
investigate a single country, namely Portugal and France, respectively.” The authors use
matched employer-employee data and estimate two-way fixed effects for firms and work-

ers. For the identification of the fixed effects, both studies rely on worker moves across

! This paper is co-authored with Balazs Stadler (OECD).
2 These studies call the within-firm component the “bargaining” channel, and the between-firm compo-
nent the “sorting” channel.
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Figure 3.1: Evolution of Firm’s Contribution to the Gender Wage Gap
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The box plots show the absolute contribution of each component to the gender wage gap due to differential
firm premia by gender for every year the SES was conducted. The left panel shows the wage gap that cannot
be explained by observables, and the right panel presents absolute contribution of firms to the wage gap.
The underlying country-specific results are shown in Columns (1) and (4), respectively, in Tables C2 to
C5. Each box represents the interquartile range of the respective measure in a given year, and the whiskers
indicate the minimum and the maximum, excluding outliers.

firms. However, this requirement can induce a bias if the movers are not representative
of the overall workforce or, as Andrews et al. (2008) argue, if the number of movers is
low. This bias is empirically confirmed for various countries by Bonhomme et al. (2020).
While we use four different survey waves, we cannot estimate worker-fixed effects due to
the rotating nature of the survey, i.e. the firms we observe change between waves.

We exploit four waves between 2002 and 2014 of the “Structure of Earnings Survey”
(SES) provided by Eurostat. The SES is a matched employer-employee data set, which
provides harmonized and accurate data across all countries in the sample with a special
focus on hourly wages. It contains detailed information on the relationships between the
level of remuneration, individual characteristics of employees and those of their employer.
We also explore heterogeneity of each component with respect to education and age. To
our knowledge, we are the first to exploit this data set for a decomposition of the gender
pay gap into a within- and between-firm component based on firm premia. Boll and Lage-
mann (2019) use the 2014 survey to decompose the gender wage gap into observables and
unobservables, and to investigate the relative importance of observable characteristics to
the pay gap.

The second contribution is to systematically investigate each component of the firms’
contribution to the gender wage gap by relating each to different institutional settings.
Specifically, we exploit firm-level variation of the collective bargaining regime and ex-
plore its relationship with the within-firm component, i.e. the firm-specific pay differen-
tial between men and women. We choose to investigate the role of firm-specific wage
setting for the gender wage gap as Card et al. (2018) document that it is an important de-

terminant for wage inequality. Next, we study the role of various family policies, such as
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social spending on families, parental leave and enrolment rates of young children in pre-
education facilities, to the between-firm component. We focus on family-related policies
as Barth et al. (2017) suggest that the between-firm component is largely due to married
workers, i.e. it occurs around family formation, while Coudin et al. (2018) show that
the between-firm component is surging after women give birth to their first child. As we
explain below, this component is measured - by definition - on a more aggregated level.
Therefore, we determine how these family policies affect the between-firm component for
the full sample and by age group.

We put an emphasis on the gender wage gap and the contribution of firm premia to it
across the life cycle. Our decomposition into the the within- and between-firm compo-
nent is linked to three widespread explanations of the gender wage gap across the life
cycle. The first explanation relates to non-pecuniary remuneration, i.e. women exchange
higher-paying job for more family-friendly jobs in order to attain a career and a family.
Hotz et al. (2017) provide evidence for this pattern of job changes after motherhood. Fur-
ther, Lowen and Sicilian (2009) show that women receive family-friendly fringe benefits.
If only non-pecuniary remuneration for women matters, then we would see a rise in the
gender wage gap directly after motherhood, but it then stays constant over time. As it is
related to job changes, we associate this explanation with a rise in the between-firm com-
ponent around parenthood. The one-off increase can be stronger or weaker dependent on
the availability of family-friendly workplaces.

The second explanation about the evolution of the gender wage gap across the life cycle
relates to human capital depreciation. Angelov et al. (2016) provide evidence that women
do not suffer strong immediate human capital depreciation, but wage trajectories over the
lifetime differ strongly. Hence, breaks in employment around motherhood leads to a loss
in human capital, which starts slowly, but accumulates over the life cycle. A similar ar-
gumentation resulting in the same pattern across life relates to losses in experience, as
documented by Olivetti (2006). Similar to non-pecuniary remuneration, we associate the
depreciation of human capital to the between-firm component because it is often induced
by a break and limited policies to grant job protection.

The third and final explanation relates to discrimination based on the seminal work by
Becker (1957) and the subsequent literature. In this case, the gender wage exists from
the start and stays unchanged over the working life. We tend to relate this explanation
to the within-firm component because then women should earn less than men indepen-
dent of where they are working. With the within-firm component, discrimination could
also relate to differences in bargaining: Babcock et al. (2003) show that female graduate
students bargain much less than their male counterparts do, and Sidve-Soderbergh (2009)
provides evidence that women ask for lower wages in a field experiment. Discrimination
as we define it, could also relate to inefficient allocation across sectors and occupations

(Blau and Kahn, 2017) or to preferences (Gelblum, 2020). The latter two explanations are
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associated with the between-firm component, but independent of the underlying reasons,
the gender gap stays unchanged across the life cycle with this explanation.

Our decomposition results of firm premia indicate that, on average, the within-firm and
between-firm component are equally important in the set of countries subject to inves-
tigation. In other words, each component is responsible for around 50% of the overall
contribution of firms to the gender wage gap for the full sample. Due to the normalization
of our estimated firm-fixed effects based on Card et al. (2016), the within-firm component
constitutes a lower-bound estimate. Comparing the development of each component over
the four waves, i.e. between 2002 and 2004, we observe a decline in the average within-
firm component, but not in the between-firm component. Given the documented decline
of the gender pay gap and the firms’ contribution due it in Figure 3.1, this finding implies
that its decrease is entirely driven by the within-firm component.

Our heterogeneity analysis with respect to demographic characteristics such as age and
education reveals further interesting insights. The decline of the within-component is
largely shared across most demographic groups, i.e. it is independent of the level of ed-
ucation and affected workers across the whole life-cycle. A notable exception relates
to workers with tertiary education, which we relate to the glass ceiling for women, as
discussed e.g. by Christofides et al. (2013) for Europe. The between-firm component,
however, varies strongly in their levels, and sometimes in their development over time,
across demographic subgroups. The between-firm component rises strongly with age,
and makes a jump between the first two age groups, i.e. between 20 to 29 and 30 to 39.
This coincides largely with the age when women in Europe are giving birth to their first
child, and this component tends to further increase at later stages in life.

Our analysis of the within-firm gender pay gap with firm observables puts an emphasis
on the collective bargaining regime. We find negative correlations between the level of
centralized wage bargaining and the within-firm wage gap, specifically relative to national
bargaining. Two explanations could be responsible for this. First, the decline in collective
bargaining in recent decades had a larger adverse impact on men than on women. The
argument is analogous to Even and Macpherson (1993), who show that the decline of
unionism affected men disproportionately and contributed to the falling gender wage gap.
Second, under centralized bargaining the gender wage gap rises along the distribution due
to the difference between actual and negotiated wages, which is larger at the upper tail
of the wage distribution, while this difference is less present with alternative collective
bargaining regimes. As men are more likely to be present in this upper tail of the wage
distribution due better access to management positions, i.e. women face a glass ceiling
(Antonczyk et al., 2010; Christofides et al., 2013), central wage bargaining can have an
adverse impact on the within-firm wage gap relative to other wage setting regimes.

As explained above, we find a strong increase in the between-firm component with age,

in particular around family formation. Olivetti and Petrongolo (2017) assert that family
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policy tries to guarantee women to combine a career and a family. However, family policy
is very complex and its effects on labor market outcomes depend on many details. There-
fore, we focus on eight indicators of family policy on a national level and determine the
association between these family policy indicators and the between-firm component. We
pay attention to how these indicators relate to the between-firm component across differ-
ent age groups in order to determine whether they impact all groups or specifically the
ones after family formation. We find that expenditure on families in the form of services
and child enrolment in pre-education programs leads to a decline in the between-firm
component of the wage gap. Importantly, the effect only materializes after family forma-
tion and then peters out. On the other hand, and in line with previous research, we provide
evidence that the length of maternity leave is associated with a higher wage gap for the
same age group, while length of paternity leave tends to have the opposite effect.

The paper is structured as follows: Section 3.2 introduces the matched employer-
employee data set and explains subsample selection. Section 3.3 explains the estima-
tion of the firm-fixed effects, their normalization, the decomposition in to the within- and
between-firm component, and how we relate each component to institutional settings.

Section 3.4 presents the results. Section 3.5 concludes.

3.2 A European Matched Employer-Employee Data Set
3.2.1 Structure of Earnings Survey

The data set is a matched employer-employee data set, implying that we observe informa-
tion on both the worker and the firm. The advantage of the Structure of Earnings Survey
(SES) is that it contains information on both sides of a match in the labor market for
the majority of European countries.> Further, the information, in particular for earnings,
which we are mainly interested in for estimating the gender wage gap, are harmonized
across all countries. The SES takes place every four years, and we use the waves from
2002 until 2014. Within a year, the majority of countries conduct the survey in the month
of October because it is considered the most representative as it is least affected by ab-
sences due to annual leave or public holidays. The SES collects the data in a two-stage
procedure: First, a sample of local units is drawn, and second a random sample of em-
ployees is drawn from the chosen local units. Only local units of enterprises with more
than 10 employees are drawn.

Crucial to our analysis will be (log) earnings per hour, and while it is included in the
survey, we conduct two main changes to it. First, earnings in the SES are measured in
domestic currency. In order to obtain comparable estimates (and hence firm-fixed effects)

across countries, we measure earnings in Euro and apply the average exchange rate in

3 It covers both member countries and candidate countries of the European Union. For a complete list,
see Table Al in Appendix A.
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the respective year of the month of October available from the European Central Bank.
Further, we also account for inflation and measure hourly wages in their 2014 values with
inflation data from Eurostat. This also serves the comparability of the estimates, in par-
ticular of the wage equation, over time. Second, we incorporate annual bonuses in the
earnings per hour as they constitute a rising fraction of remuneration, especially in high-
paying jobs.

The SES also provides information on companies, specifically on firm size, the level of
collective bargaining agreement and the form of economic control. With respect to firm
size, we aggregate the information into three different categories in order to guarantee
comparability across countries and years. The first category contains enterprises between
10 and 49 employees, the second category encompasses firms employing between 50
and 249 employees, and the third and last categories includes firms with more than 250
employees. The collective bargaining agreement is measured in seven categories, ranging
from national level agreements to no agreement at all. Intermediate steps include industry-
specific of firm-specific collective bargaining agreements. The form of economic control
differentiates between private and public.

On the worker side, we explicitly use information on sex, age and education levels pro-
vided by the SES. One drawback of the SES is that both age and education are grouped
into categories instead of providing detailed information, namely age into five and edu-
cation into three categories.4 The five age bands span from 20-29, 30-39, 40-49, 50 to
59, and 60 to 64. With respect to education, we differentiate between primary, secondary
and tertiary education. We use the education and age categories for the estimation of firm
premia and differentiate between the groups of each variable in our decomposition. For
the former, i.e. the estimation of firm premia, we also exploit information on tenure as

this is the closest variable to experience in our data set.

3.2.2 Subsample Selection

From the overall sample, we restrict our sample for the subsequent analysis. First, we ex-
clude non-market services such as health and education. This leaves us with eight sectors
which cover the whole economy, ranging from manufacturing and construction to vari-
ous service sectors. Second, we drop skilled agricultural workers as the SES also does
not include information on the agricultural sector. These workers are likely employed by
other firms for upkeeping firm premises. Third, we omit workers below the age of 20 as
countries differ slightly on the age of the lower-bound of the age band. Further, we do not
believe that this age band contains valuable information on firm premia and their impact

on the gender wage gap, most employees are likely to still be in education or vocational

4 Technically, the SES includes more information on education for some countries in some survey years,
but we group them into three groups for comparability across survey years.
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training. Last, we exclude outliers in the hourly wage distribution, i.e. we drop the lowest
and the highest percentile for each country and year.

Now, we turn to the necessary data requirements for the estimation of the gender-specific
firm premia. Their estimation then allows us to compute the firms’ contribution to the
gender wage gap and to conduct both the decomposition and subsequent analysis of the
premia, the within-firm and between-firm gender wage gap. The main requirement to
obtain the firm-fixed effect for each gender is to observe firms which employ at least one
man and one woman. To be precise, we need to see at least one man and one woman
working for the same employer in the data. We might observe only employees of one sex
in a firm, especially if it is small, as the employees in the SES are randomly sampled in
the second stage of the sampling design explained above. In other words, the presence
of single-gender firms constitutes a problem for assessing the role of firm premia in the
gender wage gap, since we cannot observe the wages that would be paid to the opposite
gender in a single-gender firm.

In our baseline analysis, i.e. the estimation of firm-fixed effects, decomposition and anal-
ysis of the firm premia, we use firms where we observe at least one man and one woman.
This choice maximizes the number of firms we include in our sample. However, the main
threat to properly estimate the firm-fixed effects, which we use in the decomposition and
the subsequent analysis, is that it may include worker-specific unobservables instead of
the firm premium. In order to mitigate this threat to precisely estimating firm premia, we
conduct the same analysis with a subsample, where we require to observe at least five
men and five women per firm. Clearly, this choice comes at the expense of the number of
firms, in particular small firms.

Tables A2 to AS in Appendix A show how employer-related variables change for the years
2002 to 2014 with the different requirement to observing a minimum amount of employ-
ees of each sex. Column (1) always shows the sample statistics without the requirement to
observe at least one employee of each gender, but includes the sample restrictions men-
tioned above, while columns (2) and (3) require to observe at least 1 and 5 employees
of each gender, respectively. The composition of firm size exhibits the most pronounced
change over the three samples and it holds in all years to a more or less strong degree.
Specifically, small firms with 10 to 49 employees fall out of the baseline sample, i.e.
when we require to observe at least one male and one female employee. For example in
2002, small firms make up nearly 47% of total firms in the data set without any restric-
tions, it drops to close to 45% for the baseline sample, and to nearly 28% when requiring
to observe at least five employees of each sex. This in turns implies that the share of
medium-sized and large firms - i.e. enterprises employing between 50 and 249 workers,
and more than 250 workers, respectively - increases with these samples. On average, the
share of firms under public controls rises with data requirements.

Further changes in firm-related observables with data requirements affect the sector of
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economic activity and the level of collective bargaining. The largest three sectors in
all years are manufacturing, wholesale and retail, and real estate and business activities.
When comparing the shares over the years, manufacturing shows a continuous decline
over the years as shown in previous research, whereas the real estate and business activi-
ties rises and even overtakes manufacturing in 2010.°> With the data restrictions, especially
the share of manufacturing rises, whereas the shares of both construction and wholesale
and retail fall. This is probably related strongly to the previously mentioned change in
firm size, as firms in the sectors with falling shares are typically small. With respect to
the level of collective bargaining, there is no clear-cut pattern over all years. In some
years, the share of firms operating under national agreements rises, whereas it falls for
firms without any collective bargaining agreements. A similar movement can be observed
for industry and enterprise agreements. However, in some years the data requirements
lead to changes in the opposite direction, hence there is no regular pattern with respect to
collective bargaining dependent on sample selection.

The data requirements do not only lead to changing firm characteristics, but they also im-
ply changes in employee-related observables. Tables A6 to A9 in Appendix 3.1 present
these changes. In the tables, we differentiate between male and female employees, similar
to Card et al. (2016) and Coudin et al. (2018). Specifically, the tables present changes in
log hourly wage, share of each education and age group, the share of each occupation at
the ISCO one-digit level, and the shares of both part-time workers and temporary con-
tracts. The share of age groups, does not change significantly with the data requirements,
neither for men nor for women in any survey year. Similarly, the share of occupations
also exhibits hardly differences over the different samples in any given year. This is inter-
esting given that the share of sectors of activity changes as described above. It indicates
that workers of all broad occupations are necessary in broad sectors of activity. Further,
part-time and temporary work do not change much due to data requirements.

The main adjustments of employee-specific observables relate to education and hourly
wage. With respect to education, the more demanding the data requirements, the stronger
the fall in workers with primary education. Simultaneously the share of workers with
secondary and tertiary education the in every survey year, and this holds especially for the
latter with stronger data requirements. This is in line with the observation, e.g. O1 and
Idson (1999), that large firms employ more educated workers. These changes in educa-
tional composition of the samples can also explain the rise of (log) hourly wage observed
when making the data requirements.® However, it is important for our analysis that these
changes both genders equally, which is the case in all survey years.

Taking into consideration the changes described above, we use the data set with one em-

3 Real estate and business activities is a very broad sector in NACE Rev.1, and actually constitutes the
sector which is most split up with in the NACE Rev.2 classification with three sectors therein.

% One exception is for the survey in 2006, where (log) hourly wages are nearly unchanged, and even drop
slightly. The same holds for the share of workers with tertiary education.
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ployee of each sex in our baseline analysis. We do so because its differences to the full
sample are typically smaller than for the sample with five employees of each sex. This
choice comes at the expense of not estimating the true firm premia for small firms, and
thus misreporting the gender wage gap in these firms. This holds true if the residuals in our
wage equation also captures worker-specific unobservables. To encounter this threat, we
also conduct the whole analysis with the subsample which only includes at least five male
and female employees in a sensitivity analysis. The baseline sample includes 582,340
firms with more than 19.2 million employees across all four survey waves, whereas the
subsample for the robustness analysis consists of 193,286 enterprises with more than 15.3

million workers.

3.3 Methodology

This section presents every step of the estimations in detail using the matched employer-
employee data set described previously. Generally, we care about the firms’ contribution
to the gender wage gap. Overall, there is growing evidence of the firm’s role in overall
inequality as argued by Song et al. (2019). Further, two recent single-country studies
suggest firm premia play a role for pay differentials between men and women. Card et al.
(2016) are the first to compute the firm’s contribution to the gender wage gap based on
firm pay differentials and to decompose it using employer-employee matched data for
Portugal. Coudin et al. (2018) conduct the same analysis for France, and relate observed
gaps to firm-specific components over the life-cycle.

We first explain how we estimate the firm-fixed effects. We conduct the estimation of
firm premia in two steps because we assume gender-neutral returns to observables such
as education, age and tenure. The next step comprises the decomposition of the gender
wage gap into a between- and within-firm component following Card et al. (2016). We
will conduct this exercise for the baseline sample and for various subgroups based on
education and age. After the decomposition, we present a regression framework, which
allows us to link firm observables and workforce composition to both the average firm
premium and the within-firm gender wage gap. Finally, we estimate correlations between

various indicators relating to family policy and the between-firm gender pay gap.

3.3.1 Discussion

Adequately estimating the firm wage premia is still an unsolved problem of the field, with
several competing approaches. The seminal paper is, of course, Abowd et al. (1999),
which introduced the multi-way fixed effects estimation. The authors included worker
and firm fixed effects in a regression framework, capturing both the firm wage premia and

the unobserved earnings characteristics of workers. A frequent criticism of this approach
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is that the worker fixed effects are identified by job-to-job mobility of workers. Frequent
movers are likely to be different inherently than workers with low job mobility, thus the
estimates will suffer from “limited mobility bias” (a version of the incidental parameter
problem). This may explain why unobserved worker characteristics and firm wage premia
is correlated negatively with this approach, e.g. Andrews et al. (2008). Borovickova
and Shimer (2017) explicitly addresses this problem by comparing the workers’ average
residual wage (over the job spells in other firms) with the average wage of co-workers in
the firm (leaving the worker herself out of the calculation).

Bonhomme et al. (2017) address the limited mobility bias by grouping firms together,
thus generating “artificial” mobility to identify the model. Simulations have shown the
advantages of this approach (Bonhomme et al., 2020). Barth et al. (2016) suggest another
approach, the authors examine the role of establishments play in wage inequalities with
a decomposition and for to this end they augment the human capital equation with an
establishment fixed effects, effectively assuming that the workers variables capture all of
the relevant worker characteristics. This approach demands less of the data, though it
might overestimate the importance of firms, attributing some of the unobserved worker
heterogeneity to firms. This approach has been effectively applied to the question of
gender wage gap by Hara (2018). We will also rely on Barth et al. (2016), mainly because
of data constraints. The SES is a pooled cross section, hence there is no possibility for us
to control for worker unobservable characteristics.

We compare the estimated gender wage gap and its components for the decomposition
method based on Card et al. (2016) with the estimation method using firm-fixed effects
similar to Barth et al. (2016) and Hara (2018). Figure Bl in Appendix 3.2 shows that
the residual gender wage gaps for all countries and years is essentially equivalent. The
pattern is slightly more diluted than for the total gender wage gap, but both the within-firm
components and the between-firm component take on very similar values and no obvious
bias is visible from the data. Figure B2 compares the components of the gender wage gap

across methods.

3.3.2 Estimating firm fixed effects

Our goal is to understand the role of firms for the gender wage gap, hence we abstract
from employee-specific characters. Therefore, the first step is to estimate the firm fixed
effects in a two-step procedure like Card et al. (2016) but for a different reason. The main
reason is our assumption that returns to observables are equal across genders, whereas
the authors assume gender-specific returns to observables based on an Oaxaca-Blinder
decomposition. However, we are not interested in differences in returns to observables,
and as Weichselbaumer and Winter-Ebmer (2005) show, the results of both estimations

are equivalent. Hence, in the first step we determine the residual wage for every worker,
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i.e. the wage component which cannot be explained by observable worker characteristics.
As we assume gender-neutral returns to observables we include all observations of both
men and women in our baseline sample with at least one worker per gender as presented
in Tables A6 to A9.

We focus on differences in the “residual wage gap”, i.e. the component of wages, which
cannot be explained by observable characteristics of employees. To do so, in a first step,
we estimate a standard wage equation including worker-level characteristics. The vector
of employee observables includes age (5 groups), education (3 groups), tenure and tenure
squared. We estimate this wage equation separately by country and year as the returns to
observable characteristic may differ across space and time. The wage equation takes on
the following form:

log wict = dlp ‘l’Xl@ct + €ict, 3.1

where w;.; represents the log hourly wage per worker i in country c in survey year ¢. It is
explained by the vector X’ encompassing worker characteristics as described above. The
residual €;, contains the unobservable wage component, which we are interested in to
compute and decompose the gender pay gap. The equation also includes a constant 0.
Observations are weighted by their sample weights provided by the SES.

In the second step, we explain the residual wage component with firm-fixed effects for
each gender separately. At this point, the assumption of exploiting only firms with at
least one woman and one man turns out to be crucial. Technically, we could estimate
a firm-fixed effect for single-gender firms, but we cannot use them in the subsequent
decomposition and analysis because we cannot observe the firm premium of the opposite
gender in a single-gender firm. Hence, we estimate the following equation for men and

women separately using the baseline sample, and by country and year as before:
€l = Wou T V5 T 1Yy, where G={M,F} (3.2)

where a firm-fixed effect (\u?ct) of firm j and a constant (\p(();a) in country ¢ at time ¢,
both gender-specific due to the sample split, explain the residual wages of males (M) and
females (F). The difference between the expected values of the gender-specific firm-fixed
effects (plus the gender-specific constant) is equal to the unobservable gender wage gap

observed in the data.

3.3.2.1 Normalization

Similar to Card et al. (2016) and Coudin et al. (2018) we also normalize our gender-
specific firm-fixed effects because the wage premia are only identified relative to a ref-
erence firm. However, we do not possess data on firm characteristics outside the ones

provided by the SES such as value added per worker or similar information regarding
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productivity and hence wage surpluses. For our baseline decomposition and estimations,
we therefore use the hourly wages in the data for normalization. Implicitly, we assume
that the lowest-paying firms also pay the lowest surpluses to their employees. To define
a set of firms serving as a benchmark to normalize the firm-fixed effects, we exploit the
definition of “low-pay” by the OECD. Low-pay indicates that a worker earns less than
two-thirds of the median wage. We select a firm to pay no wage surpluses if the average
payment to all employees is below two-thirds of the median wage in a given country in
a given year. In a robustness analysis, we use all firms in the hotel and restaurant sector
to serve as normalization. This decision is based on Card et al. (2016) and references

therein.

3.3.3 Decomposition

Following Card et al. (2015), we decompose the firm-specific pay differentials into
within- and between-firm components. We differ in the naming of the components, i.e.
we call their bargaining and sorting effects the within-firm and between-firm component,
respectively. Here, equation (3.2) provides the framework for a decomposition of the
firm wage premiums based on Oaxaca (1973) and Fortin et al. (2011). This allows us
to decompose the male and female firm-fixed effects into a combination of between- and

within-firm component for every country in every survey year separately:
E [W%Amale} —E [wﬁ.t|female} =E [\l’%z —wfc,|male]
+E [\vfct]male} —E [wfct\female} (3.3)
—E [‘I’%z —wi,|female}
+E [W%t]male} —E [w%,\female} , (3.4)

where both equations (3.3) and (3.4) only differ in both their fixed effects and distribution
by gender. In both equations, the first term equals the within-firm component, and the
second term equals the between-component of the gender wage gap. In particular, the
within-firm component reflects the average difference between men and women if they
were working in equal proportions in the same firm. In equation (3.3) this effect is calcu-
lated across the distribution of jobs held by men, while it is the distribution of jobs held by
women in equation (3.4). The between-firm component denotes differences in the average
wage of women in equation (3.3) and of men in equation (3.4) attributable to differences
in the distribution of men and women across firms, assuming they earn identical wages
within firms.

It is important to note how normalization of firm premia affects both the within- and
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between-firm component. The former changes with normalization, while the latter is in-
dependent of any normalization. This is because - in order to calculate the latter - the
decomposition method uses the firm effects of only one gender, hence the normaliza-
tion (with the same base) has no impact. On the other hand, to compute the within-firm
component the method exploits the firm effects of both men and women, and hence nor-
malization of each gender-specific firm effect matters. However, as Card et al. (2016)
show, if the average of the firm-fixed effects for the female sample is smaller than for the
male sample, then the within-firm component we obtain from our decomposition is an
underestimate. Table C1 shows that this condition is met in all cases except two.” With-
out normalization of the firm-fixed effects, our within-firm component of the gender wage
gap would be “inflated”. In particular, they would be equal to the difference between the
residual wage gap and the between-firm component.

The decomposition method of Card et al. (2016) has the great advantage that we can mea-
sure gender wage gaps conditional on worker characteristics within a firm. With other
methodologies, such as a shift-share analysis or following Barth et al. (2016), we could
measure the within-firm component only on the national level. The former also allows to
exploit the female versus the male distribution and thus allowing a higher comparability
compared to the baseline decomposition, while the latter exploits the joint distribution of

men and women.

3.3.4 Estimation strategy

We explain how we work with our estimates of both the within- and between-firm com-
ponents. For the former we possess information on the firm-level and can link these to
firm observables similar to Coudin et al. (2018). To be precise, we exploit the estimated
firm premia (after normalization) and investigate how firm observables influence both the
level of firm premia and the within-firm gender pay gap. The latter, by definition, is not
available on the firm-level, therefore we resort to simple cross-country regressions using
family policy indicators. We want to emphasize that we do not claim any causality for
any of these estimates, we are showing (conditional) correlations of each component with

potential factors influencing them. Specifically, we focus on institutional settings.

3.3.4.1 Within firms

Investigating factors impacting the within-firm gender wage gap, we directly use the
gender-specific firm-fixed effects we estimated for men and women in equation (3.2).
Specifically, we construct the difference firm-fixed effects between the male and female

sample. One might think that we possess two different types of within-firm gender wage

7 Specifically, these two cases are Hungary in 2002 and Sweden in 2010. When exploiting firms in the
hotel and restaurant sector, there are also two exceptions.
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gaps based on equations (3.3) and (3.4), but this is because we evaluate them at the na-
tional distribution of men and women separately. On the firm level, there is no scope for
doing so.

In the first step of the estimation strategy, we investigate how the firm-level differences in
gender-specific fixed effects are related to other observable firm characteristics available
or computable from data in the SES. We conduct the same analysis exercise as Coudin
et al. (2018, Table 8) and regress the within firm gender gap in firm-fixed effects on a
vector firm observables. In particular, the observables we consider are collective bar-
gaining, firm size, type of control, share of men, share of workers below low-pay, share
of part-time workers, shares of various occupations and the share of female in the same
occupations. In a regression framework, we are controlling for country-, time- and sector-
fixed effects because we are not estimating this equation by country and year as we did
with the wage regression and the estimation of firm-fixed effects above. The regression

equation for the within-firm gender wage gap takes on the following forms:
Vi — Vi =Yjg®+ve+ v + v+ (3.5)

where the left-hand side reflects the difference in normalized gender-specific fixed effects
for firm j in country c at time f. As argued above, we obtain the gender-specific firm
premia from equation (3.2. The vector Y]' contains observed and computed firm-level
characteristics described previously in this subsection. We include a battery of fixed ef-
fects in order to account for unobserved heterogeneity across time (Y;), space (y.) and
sector of activity (ys). Observations are weighted with the firm sample weights provided
by the SES.

3.3.4.2 Between firms

The main concern with the between-firms component in a regression design is that we
cannot measure it on the firm level. While an analysis on the sector or occupation level
would be preferable, we would require information on job amenities in these sectors or
occupations. Due to the lack of these information, we will estimate correlations exploiting
variation across time and countries. The aggregation also implies that we can exploit both
between-firm components based on equations (3.3) and (3.4). Due to the low number of
observations on this level of aggregation, we will only include one indicator at a time.
While we put no emphasis on the absolute size of the correlations, we will investigate the
signs.

The regression of the between-firm component takes on the form:

Betweeng =wCFamPolicyy + Y + &,g where G ={M,F} (3.6)
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where the left-hand side reflects the between-firm component using the difference of ei-
ther male or female effects of the gender wage gap in country ¢ and year . We regress
the between-firm component on various indicators of family policy from the OECD data
base relating to social spending, length of parental leave and enrolment rates. We include
a year-fixed effect, hence our identification relies on within-period variation. We do not
include country-fixed effects because of the limited sample and the large degree of varia-
tion they eliminate.

We estimate equation (3.6) for the full sample and by age group because we assume that
family policy differs in their impact depending on family formation. As argued previ-
ously, the average woman in Europe gives birth to her first child at the age of 29, so we
pay particular attention to the differences in the point estimates of ®° between the age
groups of 20 to 29 and 30 to 39. We also investigate all other categories of age in order
to see whether the impact of family policy remains stable across age groups or potentially
peters off. One issue with the estimates for older generations, in particular for the last
two, 1.e. from 50 to 59 and 60 to 65, is that the contemporaneous family policy probably
differs from the family policy around the time of family formation of the older generation

in the sample.

3.4 Results

We now discuss the findings based on the methodology outlined previously between 2002
and 2014 from the SES. We briefly outline the influence of observables on hourly wages
and we document how firm observables such as collective bargaining regime, firm size,
type of control and workforce composition variables with firm premia to lend credibility
to our estimates. Then, we turn to our first main exercise, namely the decomposition of
the firm-specific pay differential between men and women. We break down the firms’
contribution to the gender wage gap into its within- and between-firm component and
document changes over time for the full sample and various subgroups. Specifically, we
differentiate by age to investigate change of both components over the life-cycle, and by
education to see whether the overall decline in the wage gap is shared across all groups.
Our second main exercise relate different institutional settings with each component. We
link wage setting institutions on the firm level to the within-firm gender wage gap, and
we explore the impact of family policies on the between-firm component on the country

level. We put a special focus on differences across age groups for family policy.

3.4.1 Mincer equation

The first step is to determine residual wages by regressing log hourly wages on observable

worker characteristics shown in equation (3.1). One drawback of the SES is the coarse
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and limited information on these characteristics, i.e. age and education are categorical
variables and hence point estimates for both observables are relative to a baseline cat-
egory. For the former, this is the age group from 20 to 29, and for the latter these are
workers with primary education. We estimate the regression equation for every country
and every year individually to account for variation in returns to all observables. We then
compute the mean of the estimation parameters by year to show how they change (on
average) over time.

Table 3.1 shows the mean coefficients for the four different waves. Relative to the base-
line category for education, i.e. primary education, the average returns to secondary and
tertiary education are falling over time. However, the decline in average returns to sec-
ondary education in percentage points is substantially stronger compared to tertiary edu-
cation, namely 14% to 8.3%. This observation is likely due to the observed polarization
of labor markets across Europe shown by Goos et al. (2014).8 The returns to age relative
to the baseline category are moving in opposite directions. For example, returns to the
age group 30-39 are largely unchanged across the four waves of the survey, while the
returns to other age groups tend to fall. One notable exception is the significant rise in
average returns to being 30 to 39 between 2010 and 2014. Overall, the life cycle pattern
established in the literature, specifically an inverse U-shaped pattern, is visible across all
four survey years in the returns to age groups.

Table 3.1: Returns to worker characteristics for subsample of firms with at least 1 em-
ployee of each gender

(1) ) 3) “4)

2002 2006 2010 2014
Secondary education 0.178 0.167 0.163 0.160
Tertiary education 0.612 0.590 0.604 0.574
Age 30-39 0.132 0.126 0.125 0.133
Age 40-49 0.154 0.137 0.135 0.159
Age 50-59 0.153 0.144 0.116 0.133
Age 60-65 0.131 0.125 0.112 0.109
Tenure 0.031 0.033 0.028 0.024
Tenure? -0.001 -0.001 -0.000 -0.000
Constant 1.779 1.820 2.000 1.630

Notes: The table shows the means obtained from the Mincer wage regression in equation 3.1 for all years.
The average returns to each characteristics is based on the country-specific estimations as every country
might exhibit different returns to worker characteristics. Primary education and age group 20 to 29 consti-
tute the reference group for each. Tenure is a continuous variable. The sample on which we estimate the
returns to worker characteristics includes one men and women per firm. A large majority of the country-
specific estimates are statistically significant on conventional levels.

Equipped with the residual wages, i.e. the wages that cannot be explained by the

observables included in Table 3.1, we determine gender-specific firm premia. To do so,

8 While the authors focus on employment polarization, other studies, e.g. David and Dorn (2013) have
shown that polarization also occurs in terms of wages in the United States.
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we regress the residuals on firm-fixed effects for the samples including either only male
or female workers. We then normalize the fixed effects by firms, where the average wage
is below paying the definition of low-pay by the OECD, i.e. below two-thirds of the
median pay, in a given country and year. As argued above, this normalization leads to a
lower-bound estimate of the within-firm component, while the between-firm component
is completely unaffected by normalization. The next step comprises of the decomposition
of the normalized fixed effects into their within- and between-firm components. We obtain
lower-bound estimates of the within-firm component because the fixed effects for women

are lower in the firms paying below low-pay then those for men.

3.4.2 Firm Premia and Firm Characteristics

The credibility of our estimated firm premia (after normalization) is crucial to our decom-
position. Therefore, we now turn to the analysis of the estimated firm-fixed effects, and
relate them to firm observables. The analysis is very similar to the one of the within-firm
pay differential in premia as described above, and presented in equation (3.5). Instead of
the within-firm wage gap on the left-hand side of the estimation equation, we have the
weighted average firm premia. We weigh the firm premia by employment shares of men
and women, i.e. we account for differences in workforce gender composition across firms.
Due to the requirement to observe at least one employee of each gender, the weighted firm
premia do not differ strongly from the unweighted firm premia. In fact, for the full sample
including all years and countries, the correlation of weighted and unweighted firm premia
exceeds .97.

Table 3.2 shows the results from the regressions, both for all years combined as well
as for each year individually. Similar to the analysis for the within-firm wage gap below,
we include the level of collective bargaining, firm size, type of control and workforce
composition variables. Starting with the degree of centralization in the wage bargaining
process, we remark that the national level serves as a benchmark for the other levels of pay
agreement. The point estimates for most categories are positive and statistically signifi-
cant and tend to rise for all over the waves of the SES. In fact, in 2002 the point estimates
for all categories were negative and except for two cases statistically significant. This
common trend seems to indicate a decrease of average firm premia over time for firms
under a national collective bargaining regime. The question we cannot answer here how
much is due to overall decrease in the centralization of collective bargaining and whether
firms actively self-selected into less centralized bargaining regimes.

In line with findings established in the literature is that larger firms pay higher wages, our
results indicate that larger firms pay higher premia relative to firms with less than 50 em-
ployees. However, these firm premia are declining over time, in particular for mid-sized

firms with 50 to 249 employees, and to a lesser extent for very large firms with more than
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Table 3.2: Average Firm Premia

(1) (2) (3) 4) (5)
All years 2002 2006 2010 2014
Pay Agreement
Industry Agreement 0.069*** -0.013%** 0.003 0.018*** 0.083***
(0.000) (0.008) (0.478) (0.000) (0.000)
Region-Industry Agreement 0.068*** -0.028*** -0.001 -0.048*** 0.097***
(0.000) (0.000) (0.845) (0.000) (0.000)
Enterprise agreement 0.063*** 0.023*** 0.004 0.041*** 0.055%**
(0.000) (0.000) (0.397) (0.000) (0.000)
Local Unit Agreement 0.039*** -0.032** -0.021%** -0.015 0.013
(0.000) (0.021) (0.000) (0.255) (0.557)
Other agreement 0.017*** -0.015** -0.058*** 0.005 0.062***
(0.001) (0.042) (0.000) (0.618) (0.001)
No agreement 0.102*** -0.003 0.033*** 0.060*** 0.064***
(0.000) (0.482) (0.000) (0.000) (0.000)
Firm Size
50-249 Employees 0.020*** 0.043%** 0.039*** 0.022%** 0.030***
(0.000) (0.000) (0.000) (0.000) (0.000)
250+ Employees 0.026*** 0.048*** 0.037*** 0.050*** 0.033***
(0.000) (0.000) (0.000) (0.000) (0.000)
Control
Private 0.083** 0.022%** 0.0317*** 0.086™** 0.087***
(0.000) (0.000) (0.000) (0.000) (0.000)
Workforce Composition
Temporary Contract (%) 0.0027*** 0.001*** 0.0017*** 0.001*** 0.002***
(0.000) (0.000) (0.000) (0.000) (0.000)
Part-time (%) 0.000 0.000 0.000 0.000 0.000
) O ) O )
Executives (%) 0.003*** 0.0027*** 0.0027*** 0.003*** 0.003***
(0.000) (0.000) (0.000) (0.000) (0.000)
White Collars (%) 0.001*** 0.001*** 0.001*** 0.001*** 0.001***
(0.000) (0.000) (0.000) (0.000) (0.000)
Clerks (%) 0.000*** 0.000*** -0.000 0.000*** 0.000***
(0.000) (0.000) (0.213) (0.000) (0.000)
Female among Executives (%) -0.000*** 0.000%** -0.000*** -0.000*** -0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among White Collars (%) -0.000*** -0.000*** -0.000*** -0.000*** -0.000***
(0.000) (0.001) (0.000) (0.000) (0.000)
Female among Clerks (%) 0.000*** -0.000 0.000*** 0.000 0.000%**
(0.000) (0.554) (0.000) (0.192) (0.000)
Female among Blue Collars (%) 0.000*** 0.000*** 0.000*** 0.000%** 0.000%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%) -0.006*** -0.005*** -0.006*** -0.006*** -0.006***
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%F-%M) -0.000%** -0.000*** 0.000 -0.000*** -0.000%**
(0.000) (0.001) (0.504) (0.000) (0.000)
Observations 413035 70918 118750 95955 127412
R? 0.55 0.47 0.48 0.59 0.55

Notes: The dependent variable is the average firm premia (weighted by employment shares) based on
estimated firm-fixed effects for each gender. The firm premia are normalized by low-pay firms. The sample
includes firms with at least one man and one woman per firm. Sector, country and year-fixed effects are not
shown. Firm observations are weighted. Robust standard errors are used. p-values are shown in brackets. *
denotes 10% significance, ** denotes 5% significance, *** denotes 1% significance.
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250 employees. For the latter, there is rise in firm premia in the 2010 survey, which can
be due to the Great Financial Recession. Overall, this decline in the large firm premium
is consistent with the results by Bloom et al. (2018), who show a decline in the large-firm
wage premium for the United States. Firm premia in privately controlled firms are larger
relative to firms under public control. Balcik et al. (2010) argue that public companies
also have non-monetary performance requirements, hence the finding of lower wage pre-
mia are not surprising and in line with previous literature.

Last, we investigate the relationship between weighted firm wage premia with workforce
composition variables based on Coudin et al. (2018). Most importantly, the share of
managers is positively associated with firm premia, while the share of employees earn-
ing below low-pay is negatively associated. This in line with the authors’ findings for
France, albeit our coefficients are much smaller. Importantly, the coefficients are very
stable across all five specifications. All other workforce composition variables, including

shares of occupational groups, are all essentially equal to zero.

3.4.3 Decomposition

We decompose the gender pay differential based on the methodology by Card et al. (2016)
using firm premia into a within-and between-firm component. The main focus of this
section is to investigate how both the within- and between-firm components change over
the four different waves of the SES, i.e. between 2002 and 2014. We pay attention to
differences across subgroups, in particular with respect to age and education. The former
is particularly important to assess which components matters for the life cycle pattern of
the gender wage gap. We will make use of box plots to show how the components differ
across the survey years, but for a clearer analysis of the components over the life-cycle, we
make use of the latest survey to our availability in 2014 and examine how the components

change across the life cycle.

3.4.3.1 Full sample

In Figure 3.1 we already outline that both the residual wage gap and the firms’ contribution
to it are falling. The naturally occurring question is now to determine which component
is responsible for the decline, or whether both contributed to it between 2002 and 2014.
Figure 3.2 shows the box plots of how the two components change over time. The left
panel shows the between-firm component using either female or male effects, while the
right panel shows the within-firm component using either the female or male distribution.
Whenever discussing the components, it is important to keep in mind equations (3.3) and
(3.4). The equations indicate that the sum of the between-firm component using female

effects and the within-firm component using the male distribution is equal to the firms’
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contribution to the gender wage gap, which is also equivalent to the between-firm compo-

nent using male effects and the within-firm component using the female distribution.

Figure 3.2: Contribution of Components
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The box plots show the absolute contribution of each component to the gender wage gap due to differential
firm premia by gender for every year the SES was conducted. The left panel shows the between-firm com-
ponent, estimated with either female or male effects. The right panel presents the within-firm component,
estimated with either the female or male distribution. The results by country are shown in Columns (4) to
(7) in Tables C2 to C5. Each box represents the interquartile range of the respective measure in a given
year, and the whiskers indicate the minimum and the maximum, excluding outliers.

Figure 3.2 gives two important insights as to why the decomposition of the firms’
contribution to the gender wage gap matters. First, it shows the importance of each com-
ponent to the firms’ contribution to the gender wage gap. Both components are nearly
equally important over all years, independent of whether we consider male or female
effects for the between-component, or female and male distributions for the within-
component. Second, the between-firm component with female effects is largely un-
changed, while there is a modest decline when computed with male effects. On the other
hand, the within-firm component declines for both components, albeit it is stronger for
the male distribution. As Card et al. (2016) argue, if the within-firm component using the
female distribution is larger than when using the male distribution, this indicates that men
are more concentrated where the gap in firm premia is smaller. Hence, our results indicate
that men are increasingly concentrated in firms with low pay premium gaps.

Our results resemble those of single-country studies, i.e. for Portugal and France, for
which Card et al. (2016) and Coudin et al. (2018), respectively. The former look at the
period 2002 to 2009, while the latter consider the period 1995 to 2014. In both countries,
the respective authors find that the between-firm component, i.e. in their words the sort-
ing channel, is more important than the within-firm component. Our findings replicate the
differential importance for the components in both countries. Further, taking the averages
for Portugal from 2002, 2006 and 2010, our results equal those of Card et al. (2016) quite
closely also in magnitude. Comparing our findings for France with those of Coudin et al.

(2018), the within-firm component is negative in the single-country study, our results are
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only negative when using the female distribution. However, exploiting this distribution
the within-component is larger in magnitude than with the male distribution.’

The box plots in the previous figure hide a lot of cross-country heterogeneity, especially
with respect to changes over time. Tables C2 to C5 in Appendix 3.3 provide a better
overview. Examples for opposite movements for the between-firm component are Italy,
Slovak Republic, and the Netherlands and Norway. While the former two experience de-
clines in both between-firm components, the latter two see a rise in the same component.
Overall, as argued above, these country-specific changes seem to cancel each other out,
especially when exploiting female effects. While the average within-firm component of
the gender pay gap declines over time, the box plots also hide substantial heterogeneity
here. For example, between 2002 and 2014 this component falls in Belgium, Spain and

Sweden, but increases in Germany, France and Portugal.

3432 Age

We now turn the analysis of subgroups, starting with age. It is established in the literature,
e.g. Blundell et al. (2016), Kleven et al. (2019a) and Kleven et al. (2019b), that the overall
wage gap is rising with age, which is particularly linked to the incidence of motherhood.
While we do not have any information on family status or parenthood, the average age
of women giving birth to their first child is around 30 in many European countries.!?
Luckily, the SES contains a break between two age groups at the same age, which we will
tentatively exploit as the start of parenthood in our sample. We are aware that we do not
get specific results with respect to motherhood, but it allows us to look how the different
components change over the life cycle and how motherhood likely affects each of them.
In line with the previous literature, the left panel of Figure 3.3 shows the well-known
life-cycle dimension of the gender wage gap, namely an inverse U-shape. The sharpest
increase, however, occurs between the age categories 20 to 29 and 30 to 39, which we
associate with to motherhood. Further, the level of the residual wage gap has declined
between 2002 and 2014 across all age groups, indicating that the progress in declining
wage gaps has been shared across all age groups. One exception is the group of 40 to
49, where the gender wage gap has hardly changed over time. The right panel shows the
contribution of firms to the gender wage gap by age group across the four waves of the
SES. Both Card et al. (2016) and Coudin et al. (2018) find an increase in the contribution
of firms over the life cycle in absolute terms, which we confirm on a European level. The
jump between the first two age categories is also visible in this panel, and the subsequent
age groups only recover weakly in terms of the firm’s contribution. In other words, the

inverse U-shape as in the left panel is much weaker in the right panel, in particular the

9 We use the results for 2005-2014 in Table 9 in Coudin et al. (2018) because this time horizon coincides
more with ours.
10 Tn 2016, the European average was 29.
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Figure 3.3: Evolution of Firm’s Contribution to the Gender Wage Gap by Age
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This figure shows the residual wage gap and the firms’ contribution to the gender pay gap for five different
age groups and across all waves of the SES. The results are based on the analysis explained in Section 3.3
for each age group. Each box represents the interquartile range of the respective measure in a given year,
and the whiskers indicate the minimum and the maximum, excluding outliers.

decline at later stage of the working life. This indicates a “scarring” effect of motherhood
and that firms drive it overproportionally.

Figure 3.4 shows the evolution of both components with the analogous box plots as for
the full sample. Based on equations (3.3) and (3.4), each panel depicts the components
dependent on their way of computation. The upper two panels of the figure present the
between-firm component, while the lower two panels depict the corresponding within-
firm component. The upper two panels indicate a decline of the between-firm compo-
nent between 2002 and 2014 for the youngest or youngest two age groups, depending
on whether the component is calculated using female or male effects, respectively. This
decline at the early stages of the working life can be explained with a reduction in discrim-
ination of women when entering the labor market. Potentially, this can also be explained
by changing initial preferences of women in terms of majors and occupational choice as
Gelblum (2020) and Bertrand (2020) highlight.

The between-firm component does not change substantially in later stages of the life cy-
cle. Instead, the jump between the age groups 30-39 and 40-49 for the between-firm
component using male effects and between the age groups 20-29 and 30-39 when using
female effects tends to increase over time. This jump in the gender wage gap and the
between-firm component, regardless of its timing, aligns with our explanation of non-
pecuniary remuneration. In other words, women’s preferences for job amenities change
due to motherhood, and work in firms providing other advantages and accept wage cuts for
these advantages. For example, Lowen and Sicilian (2009) provide evidence that women
receive family-friendly fringe benefits. And Felfe (2012) shows that women in Germany
adjust along various dimensions when having children, such as hours, work schedule and

even level of stress.
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Figure 3.4: Components by Age Group
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The box plots show the between- and within-firm component in the upper and lower panels, respectively.
They differ in terms of whether we use male or female effects or distributions for the former and the latter.
The results are based on equations (3.3) and (3.4), which are computed for each age group in the baseline
sample with 1 man and 1 woman separately. The fixed effects were normalized using the definition of low-
pay. Each box represents the interquartile range of the respective measure in a given year, and the whiskers
indicate the minimum and the maximum, excluding outliers.

Depending on whether exploiting the male or female distribution, the within-firm
component changes its form across the life-cycle slightly. With the female distribution
shown in panel (c), it takes on the standard life-cycle form seen before and established
in the literature, namely an inverse U-shape. However, the form is not very pronounced
when taking into consideration only one survey wave at a time. On the other hand, when
using the male distribution, the within-firm component is flat across all age groups in a
given survey. In line with the previous finding that the within-firm component is falling
between 2002 and 2014, this development can be also seen in both panels (c) and (d).
In both panels, a substantial decline is visible for nearly all age groups, especially for
younger cohorts. These changes over time tend to imply that discrimination towards
women has decreased. Xiao (2020) argues that the gender wage gap in early career stages
is due to discrimination, what we can also see in the levels of the within-firm component

at the early stages of the career as it exceeds the levels of the between-firm component.
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Figure 3.5 elaborates on the development of the gender wage gap, the contribution of
firms and its two components across the life cycle using the latest wave of the SES.
The left panel shows the gender wage gap and the firms’ contribution to it across the
life cycle. It highlights the importance of the firms’ contribution on a European level.
Specifically, the percentage of the wage gap that is explained by the firm-specific pay
differentials is also taking on an inverse U-shape. For the lowest age category, the
firms contribute close to 32 percent to the overall pay gap. It then rises by around 4.5
and 5.5 percentage points for the subsequent two age groups. It reaches its maximum
at 44.6 percent for the age group from 50 to 59, and then declines weakly to 41
percent for the last age group. This pattern reinforces the picture of a “scarring” effect of

motherhood, and that firms contribute significantly to this development over the life cycle.

Figure 3.5: Life-cycle analysis of the Gender Wage Gap and its Components
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The left panel shows the residual gender wage gap and the firms’ contribution to it across the five different
age groups in 2014. The values depicted constitute the average across the 20 countries in the 2014 SES
data. The firms’ contribution is equal to the left-hand side of equation (3.3). The right panel shows the
two different components differentiating between the way of computation, as shown in equations (3.3) and
(3.4).

The right panel presents the development of the within- and between-firm compo-
nents of the firm contribution shown in the left panel over the life cycle. Interestingly,
the within-firm component tends to be larger than the between-firm component for the
youngest two age groups. This speaks to discrimination being the determining factor of
the gender wage gap at early stages in the career as pointed out by Xiao (2020). However,
for the age category from 40 to 49, the between-firm components overtake the within-firm
components in their magnitude. This development indicates that non-pecuniary remuner-
ation pays an important role as argued by Felfe (2012). Family-friendly firms potentially
offer these benefits in exchange for wage cuts, and hence women tend to work in low-
paying firms due to changing preferences over the life cycle. The importance of the

between-firm component does tends to increase for the subsequent two age categories,
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while the within-firm component starts to fall for the same age groups. This indicates
that non-pecuniary remuneration and human capital depreciation are closely interrelated,
especially as Angelov et al. (2016) point out that the long-term depreciation rates are
much higher than the short-term rates. Therefore, breaks or prolonged part-time work of

mothers also implies worse long-term decline in wages and sorting into low-paying firms.

3.4.3.3 Education

We now explore how the gender wage gap, the firms’ contribution and the individual com-
ponents differ across educational levels. This distinction across education category relates
to the discussion of sticky floors versus sticky floors, which was first investigated on a Eu-
ropean level by Arulampalam et al. (2007) and later by Christofides et al. (2013). Strictly
speaking, our analysis by education groups is not perfectly equivalent to the discussion
because these studies examine the whole income distribution, but De la Rica et al. (2008)
also relate larger gender wage gaps at higher levels educational attainment to glass ceil-
ings for Spain. Our analysis relates insofar to the discussion as higher education typically
implies higher incomes. As the SES provides information on education at three different
levels, i.e. primary, secondary and tertiary, we will consider primary education the lower
part of the income distribution, and tertiary education to the upper part of the distribution.
Hence, when relating to the discussion of sticky floors versus glass ceilings, we relate our
findings for workers with primary education to the former, and for workers with tertiary

education to the latter.

Figure 3.6: Evolution of Firm’s Contribution to the Gender Wage Gap by Education
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This figure shows the residual wage gap and the firms’ contribution to the gender pay gap for three different
education groups and across all waves of the SES. The results are based on the analysis explained in Section
3.3 for each education group. Each box represents the interquartile range of the respective measure in a
given year, and the whiskers indicate the minimum and the maximum, excluding outliers.

Figure 3.6 shows the residual wage gap and the firms’ contribution to this gap by

educational level across all four waves of the SES. It is immediately visible that the unob-
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served gender wage gap fell most for workers with primary education, slightly for workers
with secondary education and nearly no decrease over time for workers with tertiary edu-
cation. Interestingly, the firms’ contribution to the gender pay gap reflects the declines, for
the first two educational groups. On the other hand, the contribution of firms to the gender
wage gap is increasing over time even though the overall unexplained wage gap between
men and women stays constant. Relating these findings to the discussion of sticky floors
versus glass ceilings, the glass ceiling seems to become stronger between 2002 and 2014,
while the importance of sticky floors seems to decrease over time. Examining both panels
in the figure in terms of levels, we see that in 2002 both the residual pay gap and the firms’
contribution are (on average) the lowest for secondary education, and slightly higher for
both primary and tertiary education. Due to the aforementioned changes over time, this

order has changed by 2014: the pay gap now increases with educational level.

Figure 3.7: Components by Education Group
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The box plots show the between- and within-firm component in the upper and lower panels, respectively.
They differ in terms of whether we use male or female effects or distributions for the former and the latter.
The results are based on equations (3.3) and (3.4), which are computed for each education group in the
baseline sample with 1 man and 1 woman separately. The fixed effects were normalized using the definition
of low-pay. Each box represents the interquartile range of the respective measure in a given year, and the
whiskers indicate the minimum and the maximum, excluding outliers.
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We now explore how the within- and between-firm component differ by education
category using an analogous structure as before. Figure 3.7 depicts both components with
either male or female effects or distribution, with the between-component in the upper
panels (a) and (b), and the corresponding within-firm component below. As argued above
for the full sample, the between-firm component is not changing much over time. There is
a modest decline for workers with primary education, but this effect is completely offset
within the group of employees with tertiary education. Regardless of whether we compute
the between-firm component with male or female effects, there is a substantial increase
within the group of workers with tertiary education.

Given the previous findings about the firms’ contribution to the gender pay gap and the
between-firm component, the decline of the within-firm components over time across
all education groups comes without surprise. The decrease for employees with primary
education is somewhat stronger than for those with secondary or tertiary education. One
striking difference between panels (c) and (d) is the level of the within-firm component
across the different education groups. In particular, the level of this component is smaller
for primary and secondary education when using the female distribution compared to
the male distribution, and vice versa for tertiary education. This indicates that men with
tertiary education are more concentrated in firms with low gender wage gaps, whereas
men with primary and secondary education are working primarily in firms with a higher
gender premia differential. Thus, the finding for the full sample that men are concentrated

in firms with pay gaps is mainly driven by men with primary and secondary education.

3.4.4 Within-firm Gender Wage Gap and Firm Characteristics

The decomposition into a within-firm and between-firm component using firm premia
also allows us to compute the firm-specific gender wage gap due to these premia. In the
analysis, we will use normalized wage premia based on the definition of low-pay as ex-
plained above. We relate these within-firm gaps between men and women to factors com-
monly referred to in the literature and in Coudin et al. (2018, Table 8). In particular, our
specification is closest to Column (2) in their specification, as we include industry-fixed
effects and the level of collective bargaining in our regressions. As we are investigating
21 countries, we also include country-fixed effects in all regressions. In the specification
including all years, we all employ year-fixed effects. This means that the conditional cor-
relations we obtain between firm observables and the within-firm gender wage relies on
variation within sector, within countries and within years. As explained above, we do not
have information of firms on value added per worker, so we cannot include information
like this in our estimations.

We relate workforce composition variables, the level of collective bargaining, firm size

and the type of control with the within-firm gender wage gap. Table 3.3 shows the condi-
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tional correlations between the within-firm wage gaps and these observables, in Column
(1) for all years, and from Columns (2) to (5) for each survey wave individually. The
first category relates to pay agreements, i.e. the level of collective agreement under which
more than 50% of the employees in the firm are working. A large literature associates
a higher level of collective agreement with lower wage inequality because it compresses
the wage distribution, e.g. DiNardo et al. (1996). Heinze and Wolf (2010) support this
notion for Germany by showing that firms with collective bargaining agreements reduces
the gender wage gap. Also for Germany, Antonczyk et al. (2010) highlight the differ-
ences of collective bargaining regimes across the income distribution. On the other hand,
Felgueroso et al. (2008) argue that the gender wage gap rises along the wage distribution
if the level of bargaining is centralized. The authors explain this with the difference in
actual versus negotiated wages, where the former differs more from the latter towards the
upper part of the wage distribution due to the rising importance of bonus payments.

Our results indicate that less centralized bargaining is associated with a decline in the
gender wage gap. The coefficients are relative to the benchmark category “national cov-
erage”. Given the results by Felgueroso et al. (2008), one crucial point is that we account
for bonus payments in the computation of log hourly wages, and hence the gender wage
gap. If they are more important in more centralized bargaining regimes, this can influence
our results and lead to a downward bias in the conditional correlations. Examining the co-
efficients over time, we see their magnitude falling with the exception of region-industry
agreements, and sometimes losing significance altogether. Therefore, our results indicate
that national wage bargaining acts conversely to international competition as argued by
Black and Brainerd (2004). The authors find that product market competition reduces the
gender wage gap, while it raises wage inequality.

The next two firm characteristics refer to firm size and type of control, i.e. public or
private. Considering the results including all four waves of the SES, larger firms are
associated with larger within-firm gender wage gaps relative to firms with less than 50
employees. Oi and Idson (1999, Table 6) provides indirect evidence of this phenomenon.
Comparing hourly wages for men and women across different sectors in the United States,
the gender wage gap is larger across most industries in firms with more than 1000 workers
compared to firms with less than 25 employees and the total wage gap within the sector.
Comparing the evolution of our coefficients for firm size across the four survey years,
they tend to fall in absolute magnitude and lose significance the latest in 2014. The co-
efficient for private control is always positive and significant at all conventional levels.
Miller (2009) shows for the United States that the gender wage gap is smaller in the pub-
lic sector at all points in the distribution, though the gap is widening stronger at the top.'!
Frederickson (2010) argues that the values of representation and fairness in the public

sector directly imply lower gender wage gaps.

' For a review also on differences between private and public sector, see Bishu and Alkadry (2017).
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Table 3.3: Within-Firm Gender Wage Gap in Firm Premia

() (2) (3) 4) (5)
All years 2002 2006 2010 2014
Pay Agreement
Industry Agreement -1.053%** -1.061 -1.491** -0.427** -1.050%**
(0.000) (0.105) (0.020) (0.045) (0.000)
Region-Industry Agreement -1.284** 0.319 -1.703** -0.355 -1.979***
(0.000) (0.662) (0.016) (0.399) (0.000)
Enterprise agreement -1.401** -2.045%* -1.614** 0.008 2,153
(0.000) (0.003) (0.018) (0.976) (0.000)
Local Unit Agreement -0.952 -2.113 -1.766** 1.298 -5.245%
(0.297) (0.250) (0.039) (0.399) (0.083)
Other agreement -4,393%** -4.612%** -5.181%** 0.382 -1.990
(0.000) (0.000) (0.000) (0.765) 0.413)
No agreement -1.549%* -2.186*** -4.074%%* -0.078 -1.865
(0.000) (0.000) (0.000) (0.922) (0.196)
Firm Size
50-249 Employees 1.070*** 1.419%** 1.217%* 1.322%%* 0.725
(0.000) (0.000) (0.000) (0.000) (0.396)
250+ Employees 1.081%** 0.106 -0.376 0.239 1.078
(0.000) (0.708) (0.138) 0.247) (0.206)
Control
Private 2.605%** 3.099*** 0.891 1.658** 2.740%**
(0.000) (0.000) (0.120) (0.000) (0.000)
Workforce Composition
Temporary Contract (%) -0.006** -0.025%** -0.017%** -0.019*** -0.006
(0.024) (0.000) (0.001) (0.001) (0.190)
Part-time (%) 0.000 0.000 0.000 0.000 0.000
) O ) ) )
Executives (%) 0.311%** 0.226™** 0.284*** 0.352%** 0.322%**
(0.000) (0.000) (0.000) (0.000) (0.000)
White Collars (%) 0.055*** 0.047*** 0.040*** 0.065*** 0.053***
(0.000) (0.000) (0.000) (0.000) (0.000)
Clerks (%) 0.031%** -0.018*** -0.014** 0.087*** 0.025%**
(0.000) (0.001) (0.018) (0.000) (0.000)
Female among Executives (%) -0.166™** -0.140™** -0.199*** -0.109*** -0.184***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among White Collars (%) 0.034*** 0.041*** -0.004 -0.015*** 0.046***
(0.000) (0.000) (0.190) (0.000) (0.000)
Female among Clerks (%) 0.026*** 0.068*** 0.089*** 0.034*** 0.018***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Blue Collars (%) 0.056*** 0.032%*** 0.038*** 0.065*** 0.056™**
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%) -0.011%** -0.092%** -0.083*** 0.009*** -0.009***
(0.000) (0.000) (0.000) (0.002) (0.001)
Low Pay Earners (%F-%M) 0.353%** 0.272%** 0.366*** 0.352%** 0.354%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Observations 413035 70918 118750 95955 127412
R2 0.21 0.16 0.23 0.24 0.22

Notes: The dependent variable is the difference in firm premia (male minus female) based on estimated
firm-fixed effects for each gender. The sample includes firms with at least one man and one woman per
firm. Sector, country and year-fixed effects are not shown. Firm observations are weighted. Robust standard
errors are used. p-values are shown in brackets. * denotes 10% significance, ** denotes 5% significance,
*** denotes 1% significance.
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Finally, we investigate how the within-firm gender wage gaps is related to workforce
composition. The signs of the coefficients for the share of temporary and part-time work-
ers changes throughout the specifications. However the share of executives is strongly
associated with a rise in the within-firm gender wage gap. This can be due to the glass
ceiling mentioned above due to a lack of access of women to management positions or
even supervisory positions within firms as argued by Bishu and Alkadry (2017). A one
percentage point increase in the share of executives is related to a .41 percentage point
increase in the within-firm wage gap in the specification with all years, i.e. Column (1).
However, a larger share of females among executives reduces the gender wage gap, which
can have two explanations. First, the women in management positions also get a higher
(hourly) wage and hence directly contribute to the decrease in firm wage gaps. Second,
as Cardoso and Winter-Ebmer (2010) argue, female non-management workers also profit
from female executives in terms of promotion and mentoring, and subsequently in terms
of wages.

The share of workers earning below the definition of low-pay, which is equal to two-thirds
of the median wage, is associated with a decrease in the gender wage gap. However, more
women earn wages below this threshold. Therefore, as the coefficient for the difference
of female share relative to the male share earning below this threshold, this has a strong
negative impact on the gender wage gap. In fact, the magnitude of the coefficient is nearly
identical with the share of executives in the specification including all waves of the SES.
Other occupational shares, such as white collars and clerks, are related to a rise in the

within-firm gender wage gap, similar to the analysis in Coudin et al. (2018).

3.4.5 Between-firm analysis

After examining conditional correlations of the within-firm gender wage gap with and
firm observables, we now investigate the between-firm component. By definition, this
measure is not available on the firm-level. Due to the lack of information of job amenities
on a more detailed level, such as occupation or sector of economic activity, our sample
with country-year differences lacks variation for a more in-depth analysis. As is standard
with cross-country panel regressions, independent of the number of explanatory variables,
the potential for omitted variable bias is large. Therefore, we do not focus on the estimates
per se, but rather put the emphasis on coefficients’ signs and their relative magnitude
across the different subgroups subject to scrutiny.

We compute unconditional correlations of the between-firm component with family pol-
icy indicators by the OECD. We focus on family policy for two reasons. First, our findings
of the between-firm component indicates that it is rising across the life-cycle and related
to motherhood. Second, the recent literature links an increase in the gender wage gap

to motherhood. Olivetti and Petrongolo (2017) argue that family policy in developed
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economies has the idea to guarantee equity between men and women by allowing women
to combine careers and motherhood. While we focus on the hourly wage gap as this has
been subject to the analysis above, family policy can also influence other labor market
outcomes of women, such as employment. Further, family policy is complex and can
vary in many dimensions. Therefore, we pick eight different indicators to get a complete
picture.

Our analysis is similar to Christofides et al. (2013, Fig. 3) in terms of its goal, i.e. we
want to examine correlations of family policy on a component of the gender wage gap.
However, there are a few important differences. First, the authors focus on the overall
unexplained gender wage gap, we concentrate on the between-firm component. Second,
instead of concentrating on an overall family-and work reconciliation index, we focus on
single measures. Third, instead of comparing differences across the wage distribution, we
rather compare age subgroups as explained previously. Finally, we possess more variation
as we investigate four different waves, while the authors exploit cross-country variation.
Table 3.4 shows the correlations between various family policies ranging from expendi-
ture, length of parental leave and child enrolment and the between-firm component. The
upper panel uses the between-firm component computed with male effects, while the com-
ponent in the lower panel is computed with female effects. Columns (1) to (4) focus on
total public expenditure (in percent of GDP) on families and its subcomponents including
cash, services and taxes. All signs of the components are negative except for the expen-
diture related to tax when computing the between-firm component using female effects.
However, only the expenditure on services is statistically significant in both the upper and
lower panel for the full sample. In particular, what holds for both specifications is that
primarily women above the age of 30, i.e. shortly after the average European woman gets
her first child, the coefficient turns significant and it rises in absolute magnitude. The
significance peters off with rising age, but it is significant for both age groups 30 to 39
and 40 to 49.

The next area of family policy relates to parental leave regimes in columns (5) and (6).
As Olivetti and Petrongolo (2017) argue, this issue within family policies is potentially
the most complex as there are many dimensions, such as length, job protection, income
support and eligibility to both partners. Therefore, it has been subject to many empirical
studies, e.g. Ruhm (1998) and Nielsen et al. (2004). We focus on the length of parental
leave for both mothers and fathers as they are found to have a stronger impact on earn-
ings, whereas other factors rather relate to employment status. Maternity and paternity
leave are both measured in weeks and vary strongly across countries in the sample, i.e.
the former ranges between 16 and 166 weeks, and the latter between zero and 28 weeks.
Maternity leave can lead to either changes in preferences for non-pecuniary remuneration
as argued by Felfe (2012) or can be related to long-term depreciation in human capital.

Both explanations lead to an increase of the gender pay gap across the cycle, though the
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former indicates a sudden rise after motherhood, whereas the latter implies a slowly rising
gender wage gap across the life cycle.

In line with Ruhm (1998) and OECD (2012), a longer maternity leave is associated with
higher gender pay gaps, though we find that the effect is most crucial for the group of 30-
39 in both panels, whereas for the full sample and the age group 20-29 it has no impact.
For higher age groups, this effect is diminishing and even changes signs.'> On the other
hand, paternity leave is hardly ever statistically significant on conventional levels, which
can be due to the lower level of variation in paternity leave as mentioned above. However,
the signs also indicate room for importance of paternity (besides maternity ) leave. While
the signs are positive for the full sample and the age group from 20 to 29, the sign turns
negative and the coefficient is even statistically significant at 10% in the lower panel for
the age group of 30 to 39. The sign does not change again until the age group of 60 to 64,
hence paternity leave seems to be a potential policy for mitigating the “scarring” effect of
motherhood. Patnaik (2019) examines the impact of paternity leave with very generous
compensation on various labor market outcomes of women. Especially employment sta-
tus and hours worked (conditional on employment) of mothers improve. She also finds
long-term effects of paternity leave, for which we get suggestive evidence.

Finally, we consider child enrolment (in percent) in pre-primary education or primary
school for children both between zero and two, and three to five. Both indicators exhibit a
strong positive correlation with expenditure in services, namely .70 and .51, respectively.
Hence, the results are not very surprising, i.e. a higher enrolment in both age groups is
associated with a lower between-firm component, and subsequently a lower gender pay
gap. This holds particularly for the age group 30 to 39 in both panels. This effect seems to
have an impact on the subsequent age group (40 to 49), though the estimates are smaller

relative to the group 30 to 39, and the coefficients are estimated with more noise.

3.4.6 Robustness Analyses

To test for the validity of the baseline results shown above, this paper applies two sensi-
tivity analyses. The first accounts for possible bias by not fully identifying the firm-fixed
effects in the baseline sample due to the requirement to observe only one man and one
woman per firm. This minimum requirement for the decomposition can lead to a bias in
firm-fixed effects, and hence pay premia, if they contain unobserved employee compo-
nents which systemically differ between men and women. This bias can be stronger for
small firms, where we do not observe many employees, and if one gender works primar-
ily in small firms this can influence the differential pay premia after decomposition. The

tables for the first sensitivity analysis are in Appendix 3.3.

12 One issue with older age groups and family policy indicators is that they are likely to be less subject
to the contemporaneous family policies, and were rather affected through the policy regime in place
around their family formation.
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For our first robustness analysis we require to observe at least five male and female em-
ployees per firm. This tends to eliminate small firms, but this stronger requirement ensures
that unobserved worker characteristics influence the firm-fixed effects except if these un-
observed characteristics of the randomly employees do not cancel out in the mean. We
repeat the whole analysis, starting with the estimation of the residual wage gap based on
worker observables, the estimation of firm fixed effect and the test whether female fixed
effects are smaller than male fixed effects for firms paying below the country-year specific
threshold of low-pay according to the definition of the OECD. The results for the Mincer
equation with this sample are shown in Table D1 and the results are qualitatively com-
parable to the baseline estimations. We also check the condition to obtain lower-bound
estimates of the within-firm component of {* < ¢ from equation (3.2) in Table D2. The
first result is that the (non-normalized) estimated gender-specific firm premia tend to be
larger in this sample, which does not come as a surprise given the stronger focus on larger
firms due to the data requirement. Besides the previously mentioned two cases where
the condition does not hold, two other cases emerge for this sample, namely Hungary in
2006 and Norway in 2002. So we still obtain lower-bound estimates of the within-firm
component for the majority of observations.

Next, we decompose the new firm premia into their within- and between-firm components
based on equations (3.3) and (3.4). Tables D3 to D6 show the residual gender wage gap,
the gender-specific firm premia (after normalization), the resulting contribution of firms
to the gender wage gap, and both the between- and within-firm components depending on
computation. In none of the indicators there is a one-sided bias: some values are larger
than in the baseline sample, whereas others are smaller. Importantly, there is no change
in the relative importance of the components and their evolution across the four waves.
In other words, this requirement does not change any of the findings for the full sample
in the baseline estimations. This also holds largely with respect to the age and education
subgroups with one exception.

Compared with the baseline results, we find one small exception, namely for educational
subgroups, and it refers to the between-firm component and their different measurement.
In the baseline results, we find different levels of the between-firm component for the
group of workers with tertiary education depending on whether we use male or female ef-
fects for its computation. In the robustness analysis, the levels are very similar regardless
of the way of computation, just like for workers with primary and secondary education
in the baseline analysis. in Figure 3.7. Hence, this sample (with larger firms) seems to
clarify the issue found above and speaks to the concentration of men relative to the gender
gap in firm premia.

The second robustness check refers to the type of normalization, and its results are shown
in Appendix 3.5. While Card et al. (2016) and Coudin et al. (2018) possess information

on value added per worker on the firm level, and thus can infer match surpluses between
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employers and employees, we do not possess this information. Therefore in the baseline,
we use actual wages containing surpluses and implicitly assume that wages from low-
wage firms contain the smallest premiums. In the sensitivity analysis, we normalize by
firms in the hotel and restaurant industry, which is considered a low-surplus sector, for the
sample with at least one male and female worker per firm. This is motivated by Card et al.
(2016) and references therein, e.g. Krueger and Summers (1988). As the crucial change
to the analysis only occurs after the estimation of the firm-fixed effects, and hence after
the estimation of residual wages, we start by comparing (non-normalized) gender-specific
average fixed effects. Table E1 presents the estimated firm premia for men and women by
country and year for the hotel and restaurant industry. Keeping in mind that in order to
obtain lower-bound estimates for the within-firm component, the firm premia of women
need to be smaller than four men. The results show that only in two cases this condition
is not met, specifically in Latvia in 2002 and 2010.

Tables E2 to ES present the decomposition results analogous to the baseline analysis and
the first robustness analysis. The results for this normalization also do not indicate any
specific bias on a country-year basis. This holds for all variables of interest in these tables,
i.e. the gap in residual wages, the firms’ contribution to this gap, as well as the within- and
between-firm component. As before, both components are somewhat equally important
and the within-firm component is falling over time, while the between-firm component
stays constant. If at all, the within-firm component is declining stronger across the four
waves of the SES compared to the baseline estimation. The tables support this for the full
sample, but no part of the analysis of the subsamples by age and education is affected by
the different normalization. The change in the between-component for tertiary education
of the previous robustness analysis is not confirmed, hence this change is likely due to a
slightly different sample composition with less smaller firms.

Given that none of the previous messages changes substantially, it is not surprising that
the subsequent analysis of firm observables with average premia or the individual com-
ponents changes qualitatively. The tables are shown in appendices 3.4 and 3.5 for the
subsample requiring 5 workers of each gender and for the alternative specialization using
firms from the hotel and restaurant sector, respectively. Some estimates, which were close
to zero in the baseline analysis in the analysis of average firm premia may change sign,
but stay close to zero, e.g. the share of clerks. Overall, no covariates of higher interest
change their sign in the analysis of the within- and between-firm components. Finally, we
do not need to analyze the between-firm component for the alternative normalization with
the hotel and restaurant industry because, as argued above, this component is unaffected

by the type of normalization.
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3.5 Conclusion

We investigate the contribution of gender-specific firm premia to the gender wage gap for
a large majority of European countries. We make use of the Structure of Earnings Survey
provided by Eurostat, a harmonized matched employer-employee data set. We exploit the
methodology of Card et al. (2016) to estimate the firms’ contribution to the gender pay
gap and decompose this contribution into a within- and between-firm component. We
discuss three underlying explanations for why the gender wage gap changes across the
life cycle, namely non-pecuniary remuneration, loss of human capital and discrimination.
Importantly, we associate each component to either one or both of the explanations for
the gender wage gap.

We find that firm-specific pay differentials between men and women contribute around
35 percent of the overall residual gender wage gap, with large heterogeneity across coun-
tries. The decomposition shows that in total, the within- and between-firm component
contribute equally to the pay gap. Between 2002 and 2014, the former has declined,
whereas the latter has stayed nearly unchanged over the time period. This finding shows
that the overall decline in the gender pay gap is entirely driven by the within-firm compo-
nent. Investigating the components across educational groups, we see that the decline in
the within-firm component across the four survey waves is shared across all groups. How-
ever, in the group of workers with tertiary education, a rise in the between-firm component
counteracts this decline of the within-component. We relate the lack of falling wage gaps
within this group of workers to the glass ceiling as documented by Christofides et al.
(2013) for Europe.

An established finding in the literature is that the gender wage gap is rising over the life
cycle. We investigate how the two different components change over the life cycle, and in
line with Coudin et al. (2018) for France, we find that the between-firm component is ris-
ing stronger across the life cycle. For the age 20 to 29, the average within-firm component
is larger than the between-firm component. By the age group of 40 to 49, the between-
firm components using either computation exceed the within-firm components, and this
order does not change for the rest of the life cycle. Hence, the between-firm component
plays a crucial role for the rise in the gender wage gap over the working life. This is
likely due to explanations relating to motherhood, i.e. changing preferences with respect
to non-pecuniary remuneration and human capital depreciation. The findings by Delfino
(2019) suggest that men tend to sort negatively into female-dominated occupations due to
a lack of expected returns to ability. To reduce the between-firm component, policies to
break gender barriers should go in both directions: Support women to take on high-paying
occupations, and to encourage men to go into female-dominated occupations.

In the last step of our analysis, we relate the within- and the between-firm component to

institutional settings, the former to collective bargaining and the latter to family policy.
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Even though a higher level of centralization in the wage bargaining process is typically
associated with less wage inequality, we find that it does not reduce the within-firm gen-
der wage gap. Instead, lower levels of centralization are associated with lower levels of
the gender wage gap. This indicates that our results for collective bargaining are converse
to the findings for product market competition by Black and Brainerd (2004), who show
that competition raises wage inequality and reduces the gender wage gap. Finally, we link
various indicators of family policy to the between-firm component. Importantly, we dis-
tinguish between age groups as the between-firm component increases over the life cycle.
We find that higher social spending on families and children enrolment reduce the gender
wage gap in particular in the age group of 30 to 39, and then tend to peter off over the
life cycle. For maternity leave, we confirm previous findings that longer periods increase
the gender wage gap, and the effect also starts for the same age group. While the corre-
lation between paternity leave and the gender wage gap are not statistically significant,
our results suggest a potential for reducing gender wage gaps. Miyajima and Yamaguchi
(2017) suggest that men would like to take paternity leave, but do not dare doing so. Poli-
cies should be designed in a way to encourage men to take paternity leave to overcome

gender role norms in order to achieve greater wage parity between men and women.
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3.1 Data Availability and Comparisons of Descriptive Statistics

Table Al: Data Availability

Country Code 2002 2006 2010 2014 Reason of Exclusion

Belgium BE Y Y Y Y

Bulgaria BG Y Y Y Y

Cyprus CYy Y Y Y Y

Czech Republic CZ Y Y Y Y

Germany DE X Y Y Y

Estonia EE Y Y Y Y

Greece EL Y Y Y Y

Spain ES Y Y Y Y

Finland FI Y) Y) Y) (Y) No firm identifier

France FR Y Y Y Y

Croatia HR X X X Y  Lack of consecutive years
Hungary HU Y Y Y Y

Italy IT Y Y Y Y

Lithuania LT Y Y Y Y

Luxembourg LU (Y) (Y) (Y) (Y) No firm identifier

Latvia LV Y Y Y Y

Malta MT Y) &) () Y  Pre-2014 data only in Safe Center
Netherlands NL Y Y Y Y

Norway NO Y Y Y Y

Poland PL Y Y Y Y

Portugal PT Y Y Y Y

Romania RO Y Y Y Y

Sweden SE (Y) Y Y Y  No information on tenure in 2002
Slovenia SI X X X (Y) Lack of consecutive years
Slovakia SK Y Y Y Y

United Kingdom UK (Y) Y Y Y  Only one worker per firm in 2002

The table does not show Austria (AT), Denmark (DK) or Ireland (IE) because the SES
was not conducted in these countries in any given year. The SES for Sweden in 2002 does
not possess information on tenure, so it is not included either as it does not allow for the
estimation of the wage residual. “X” indicates that the data is not available, and “(Y)”
indicates that the data is available, but lacks information for estimating the gender wage
gap. Finally, “Y” indicates that we use the sample in our analysis.
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Table A2: Descriptive Statistics for various samples of Employers in SES (2002)

(1) (2) (3)
Original Data Cleaned Data (1) Cleaned Data (5)
10-49 Employees (%) 0.460 0.427 0.252
50-249 Employees (%) 0.262 0.275 0.334
> 249 Employees (%) 0.278 0.298 0.414
Public Control 0.089 0.099 0.167
Private Control 0.909 0.899 0.830
MQEWS 0.037 0.035 0.045
Manufacturing 0.331 0.351 0.392
Construction 0.082 0.064 0.043
Wholesale and Retail 0.236 0.221 0.179
Hotels and Restaurants 0.045 0.047 0.040
Transport, Storage, Communication 0.084 0.079 0.092
Financial Intermediation 0.057 0.065 0.071
Real Estate and Business Activities 0.129 0.137 0.138
National Agreement (%) 0.203 0.207 0.083
Industry Agreement (%) 0.120 0.120 0.092
Region-Industry Agreement (%) 0.076 0.063 0.022
Enterprise Agreement (%) 0.128 0.149 0.238
Local Unit Agreement (%) 0.003 0.003 0.002
Agreement (Other) (%) 0.053 0.026 0.010
No Agreement (%) 0.190 0.206 0.233
Average Wage below Low Pay (%) 0.131 0.140 0.175
Number of Employers 133473 91934 27518

Notes: The table compares the data before and after cleaning with respect to requirements mentioned in the
text, once with requiring 1 man and 1 woman per firm, and once with observing 5 men and 5 women per
firm. The table compares various firm characteristics, including level of collective pay agreement , sector
of activity, public control and the share of firms paying below . It also includes the total number of firms

observed in each sample.
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Table A3: Descriptive Statistics for various samples of Employers in SES (2006)

(1) (2) (3)
Original Data Cleaned Data (1) Cleaned Data (5)
10-49 Employees (%) 0.421 0.347 0.172
50-249 Employees (%) 0.211 0.226 0.251
> 249 Employees (%) 0.367 0.426 0.577
Public Control 0.055 0.065 0.101
Private Control 0.860 0.840 0.779
MQEWS 0.032 0.035 0.039
Manufacturing 0.292 0.337 0.397
Construction 0.082 0.063 0.035
Wholesale and Retail 0.246 0.219 0.174
Hotels and Restaurants 0.045 0.046 0.041
Transport, Storage, Communication 0.082 0.075 0.067
Financial Intermediation 0.068 0.068 0.071
Real Estate and Business Activities 0.152 0.156 0.175
National Agreement (%) 0.093 0.127 0.184
Industry Agreement (%) 0.225 0.232 0.209
Region-Industry Agreement (%) 0.060 0.057 0.028
Enterprise Agreement (%) 0.156 0.205 0.292
Local Unit Agreement (%) 0.011 0.008 0.002
Agreement (Other) (%) 0.120 0.032 0.010
No Agreement (%) 0.264 0.270 0.216
Average Wage below Low Pay (%) 0.109 0.119 0.111
Number of Employers 234199 134715 44887

Notes: The table compares the data before and after cleaning with respect to requirements mentioned in the
text, once with requiring 1 man and 1 woman per firm, and once with observing 5 men and 5 women per
firm. The table compares various firm characteristics, including level of collective pay agreement , sector
of activity, public control and the share of firms paying below . It also includes the total number of firms
observed in each sample.
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Table A4: Descriptive Statistics for various samples of Employers in SES (2010)

(1) (2) (3)
Original Data Cleaned Data (1) Cleaned Data (5)

10-49 Employees (%) 0.430 0.387 0.242
50-249 Employees (%) 0.230 0.273 0.349
> 249 Employees (%) 0.321 0.317 0.395
Public Control 0.057 0.065 0.089
Private Control 0.724 0.658 0.664
MQEWS 0.038 0.042 0.040
Manufacturing 0.218 0.269 0.328
Construction 0.078 0.059 0.032
Wholesale and Retail 0.233 0.186 0.142
Hotels and Restaurants 0.049 0.044 0.041
Transport, Storage, Communication 0.129 0.132 0.141
Financial Intermediation 0.069 0.074 0.079
Real Estate and Business Activities 0.187 0.194 0.198
National Agreement (%) 0.191 0.232 0.246
Industry Agreement (%) 0.163 0.186 0.180
Region-Industry Agreement (%) 0.011 0.016 0.020
Enterprise Agreement (%) 0.092 0.123 0.188
Local Unit Agreement (%) 0.015 0.003 0

Agreement (Other) (%) 0.095 0.024 0.007
No Agreement (%) 0.221 0.151 0.144
Average Wage below Low Pay (%) 0.055 0.060 0.054
Number of Employers 280937 138872 47543

Notes: The table compares the data before and after cleaning with respect to requirements mentioned in the
text, once with requiring 1 man and 1 woman per firm, and once with observing 5 men and 5 women per
firm. The table compares various firm characteristics, including level of collective pay agreement , sector
of activity, public control and the share of firms paying below . It also includes the total number of firms

observed in each sample.

119



CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

Table AS: Descriptive Statistics for various samples of Employers in SES (2014)

(1) (2) (3)
Original Data Cleaned Data (1) Cleaned Data (5)
10-49 Employees (%) 0.400 0.321 0.198
50-249 Employees (%) 0.291 0.336 0.375
> 249 Employees (%) 0.291 0.321 0.413
Public Control 0.061 0.084 0.126
Private Control 0.908 0.873 0.826
MQEWS 0.042 0.050 0.055
Manufacturing 0.198 0.238 0.310
Construction 0.081 0.058 0.030
Wholesale and Retail 0.236 0.202 0.152
Hotels and Restaurants 0.059 0.056 0.048
Transport, Storage, Communication 0.126 0.128 0.132
Financial Intermediation 0.053 0.064 0.076
Real Estate and Business Activities 0.204 0.205 0.199
National Agreement (%) 0.263 0.246 0.176
Industry Agreement (%) 0.205 0.264 0.231
Region-Industry Agreement (%) 0.040 0.047 0.023
Enterprise Agreement (%) 0.109 0.153 0.253
Local Unit Agreement (%) 0.016 0.005 0.002
Agreement (Other) (%) 0.013 0.014 0.008
No Agreement (%) 0.341 0.251 0.279
Average Wage below Low Pay (%) 0.079 0.088 0.094
Number of Employers 294640 139204 40629

Notes: The table compares the data before and after cleaning with respect to requirements mentioned in the
text, once with requiring 1 man and 1 woman per firm, and once with observing 5 men and 5 women per
firm. The table compares various firm characteristics, including level of collective pay agreement , sector
of activity, public control and the share of firms paying below . It also includes the total number of firms
observed in each sample.
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CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

3.2 Comparison across Methods

Figure B1: Comparison Gender Wage Gap across Methods

Total Gender Wage Gap

Decomposition with Firm Premia

T

0 A 2 3 4
Estimation with Firm FE

This plot compares the total gender wage gap using the decomposition method by Card et al. (2016) and
with firm-fixed effects similar to Barth et al. (2016) and Hara (2018). It shows that the estimated gender
wage gaps are equivalent across both estimation methods.

Figure B2: Comparison of Gender Wage Gap Components across Methods

Within-Firm Component Between-Firm Component

Decomposition with Firm Premia
2

Estimation with Firm FE i Estimation with Firm FE

(a) Within-Firm Component (b) Between-Firm Components

This figure compares the within-firm and between-firm component of the gender wage gap using the de-
composition method by Card et al. (2016) and with firm-fixed effects similar to Barth et al. (2016) and
Hara (2018). For a comparison of the within-firm component, we aggregate the individual firm-fixed ef-
fects. It shows that the estimated components of the gender wage gaps are equivalent across both estimation
methods.
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CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

3.3 Benchmark Decomposition Tables

Table C1: Comparison Firm-Fixed Effects by Gender (Normalization Low-Pay)

(D) 2) 3) 4) ) (6) (7 8)
Country 2002 2006 2010 2014

pM 2 pM wpF pM wpF pM 2

BE -.405 -.449 -417 -476 -.251 -.278 -.229 -.219
BG -492 -.541 -.389 -422 -.468 -.516 -418 -.469
CY -.179 -.453 -.132 -.375 -.125 -312 -.301 -.366
CzZ -.274 -.399 -.323 -.404 -.302 -.39 -.297 -4
DE -41 -.509 -.392 -.46 -415 -.486
EE -.574 -.701 -.596 -5 -48 -.59 -463 -.587
EL -.266 -.326 -.335 -.374 -.36 -.398

ES -.349 -.44 -.339 -425 -.305 -.395 -.334 -42
FR -272 -.362 -.258 -.351 =272 -.342 -.287 -.358
HU -.519 -.524 -.532 -.556 -473 -.502 -428 -457
IT -.342 -.388 -.34 -.385 -.355 -414 -.241 -.329
LT -.57 -.611 -.551 -.624 -.394 -.509 -.378 -471
LV -.645 -.67 -.641 -.683 -.519 -.583 -.433 -.513
NL -.302 -31 -.285 -.366 -.299 -.363 -.273 -.325
NO -.374 -.358 -.321 -.348 -.334 -.341 -.297 -.337
PL -.423 -.536 -422 -.524 -427 -.507 -431 -.507
PT -.266 -.439 -.263 -.448 -222 -.376 -.238 -.344
RO -.619 -.647 -.598 -.641 -.547 -.569 -.507 -.564
SE -.365 -401 -.328 -.354 -.371 -.339
SK -.347 -432 -.288 -421 -.285 -.403 -.341 -418
UK -421 -.484 -.506 -.563 -513 -.564

Notes: The table compares the gender-specific firm-fixed effects obtained from equation (3.2). In order to
obtain a lower-bound estimate of the within-firm component, the female premium has to be smaller than
the male premium within the group it is normalized by. The average fixed effects are shown for firms
which are paying average wages below , which is equal to 2/3 of the median pay.
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Table C2: Firm Premia and Contribution of each Component to the Gender Wage Gap (2002)

(1) 2 3) “) &) (6) (N (8)

Country Means of Firm Effects Between Within
Residual GWG Male premium Female GWG in firm Using Male Using Female Using Male Using Female
premium premiums Effects Effects Distribution Distribution

BE 118 .269 229 .039 -.002 .009 .031 .041
BG 201 474 352 122 .082 .054 .069 .04
CY 312 076 054 .023 055 .018 .005 -.033
Cz .19 .166 155 011 .002 .028 -.018 .009
EE 284 415 325 .09 .035 .036 .054 .055
EL 138 .182 158 .024 .019 .003 .021 .004
ES 202 297 239 .059 .035 .028 .03 .024
FR 181 116 137 -.021 -.03 .004 -.025 .009
HU .096 449 377 .072 -.012 -.012 .084 .084
IT 153 .249 194 .054 .039 .037 018 .015
LT 18 444 347 .097 .027 .02 077 .07
LV .164 575 453 123 014 .008 114 .108
NL 142 179 134 .045 .019 .023 .022 .026
NO 142 157 113 .045 .005 .007 .037 .04
PL 208 342 272 .071 .055 .027 .043 .015
PT 215 2217 226 .001 .046 .035 -.034 -.046
RO .198 541 397 .144 .094 .085 .059 .05
SK 192 235 .169 .066 075 .075 -.009 -.009

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table C3: Firm Premia and Contribution of each Component to the Gender Wage Gap (2006)

) @ 3 @ (&) (6) Q) ®

Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Effects Using Female Effects Using Male Using Female
premiums Distribution Distribution

BE 131 228 .195 .033 .022 .01 .023 011
BG 136 .393 .303 .09 .048 .023 .067 .042
CcY 3 .105 .072 .033 .035 .024 .009 -.002
czZ 183 192 .169 .023 .014 041 -.018 .009
DE .149 309 274 .035 .028 .055 -.02 .006
EE 321 435 346 .089 .018 .028 .061 071
EL 136 236 201 .035 .029 016 .019 .006
ES .192 268 214 .053 .036 .029 .024 .017
FR .142 .101 117 -.017 -.016 .004 -.021 -.001
HU .098 456 .398 .058 -.014 -011 .069 .072
IT 128 246 206 .04 .021 .023 .017 .019
LT 232 483 337 .146 .076 .054 .092 .07
LV .169 537 441 .096 .043 -.003 .098 .053
NL .149 204 .156 .048 .026 .031 .017 .022
NO 138 .16 11 .048 .003 014 .034 .045
PL 243 337 .239 .099 .074 .044 .055 .024
PT .266 22 .196 .025 .036 .045 -.021 -.011
RO 156 518 412 .106 .067 .062 .044 .04
SE A11 197 .165 .032 -.005 -.002 .034 .037
SK 206 239 173 .066 .069 .093 -.028 -.003
UK 158 249 245 .004 0 .003 .001 .004

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table C4: Firm Premia and Contribution of each Component to the Gender Wage Gap (2010)

) @ 3 (C) ®) 6) (7 ®)

Country Means of Firm Effects Between Within

Residual GWG Male premium Female premium GWG in firm Using Male Effects Using Female Effects Using Male Using Female

premiums Distribution Distribution

BE 1 144 113 .031 .014 016 015 017
BG .156 421 323 .098 .054 .032 .065 .044
CY 235 .108 .091 .017 .03 .009 .008 -.013
(674 172 163 148 .015 .014 .046 -.031 0
DE 119 287 258 .029 .006 042 -.013 .023
EE 297 341 .235 .106 .046 053 .052 .06
EL 114 242 222 .02 .028 .006 .014 -.008
ES 183 245 .193 .053 .037 .039 .014 .016
FR 137 112 123 -011 -.019 0 -011 .008
HU 113 .389 338 .051 -014 .006 .045 065
IT A11 226 213 .013 -.007 .006 .007 .02
LT 221 .286 216 .069 .032 036 .033 .037
LV 162 42 351 .069 .026 -013 .083 .043
NL 142 201 151 .05 .028 028 .022 022
NO .143 .186 125 .061 011 025 .036 .049
PL 203 .343 262 .082 .05 037 .045 .032
PT 247 219 .169 .05 .027 032 .019 .023
RO 131 485 .388 .097 .059 033 .064 .038
SE .101 177 142 .034 0 .005 .03 .034
SK 175 218 164 .054 .041 .069 -015 .013
UK 156 .39 351 .039 -.003 .01 .029 .043

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table C5: Firm Premia and Contribution of each Component to the Gender Wage Gap (2014)

(D 2 3 “ ) (6) (N ®)
Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Using Female Using Male Using Female
premiums Effects Effects Distribution Distribution

BE .044 117 117 0 -.004 .001 -.001 .004
BG 141 394 314 .081 .045 .03 051 .036
CY 174 .16 135 .024 .005 -.003 027 .019
Ccz 182 162 144 .018 .018 .055 -.036 .001
DE 144 32 .269 .051 .038 .064 -.013 013
EE 294 31 226 .084 .058 .053 .031 .027
ES .165 .25 218 .032 .027 .024 .008 .005
FR 142 141 129 .012 -.011 011 .001 023
HU 12 .359 294 .065 .005 .012 .053 .06
IT 17 171 133 .038 .03 .024 013 .007
LT .196 273 207 .066 .035 .024 042 .031
LV 209 354 262 .092 .086 .032 .06 .006
NL 123 77 147 .03 .018 .034 -.004 012
NO 134 205 147 .059 .013 .027 032 .046
PL 219 34 246 .094 .062 .042 .053 .032
PT 21 219 .188 .031 .012 .01 021 .019
RO 101 463 414 .049 .022 -.009 .058 .027
SE .089 203 178 .026 -.001 .006 .02 026
SK 178 234 179 .055 .036 .06 -.005 018
UK 117 42 .38 .04 -.003 .004 .036 .043

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).

dVD HOVM JHdANAD dHL ANV SINAINFEd AVd DIHIOHdS-INYId "€ YHLdVHD



CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

3.4 Robustness Analysis: Subsample with S Men and 5 Women per Firm

Table D1: Returns to worker characteristics for subsample of firms with at least 5 em-
ployees of each gender

(1) 2) 3) “4)

2002 2006 2010 2014
Secondary education 0.200 0.194 0.188 0.179
Tertiary education 0.637 0.621 0.642 0.611
Age 30-39 0.122 0.135 0.145 0.152
Age 40-49 0.140 0.164 0.155 0.178
Age 50-59 0.179 0.151 0.130 0.146
Age 60-65 0.145 0.140 0.127 0.126
Tenure 0.036 0.038 0.030 0.026
Tenure” -0.001 -0.002 -0.001 -0.000
Constant 1.966 1.845 2.020 1.655

Notes: The table shows the means obtained from the Mincer wage regression in equation 3.1 for all years.
The average returns to each characteristics is based on the country-specific estimations as every country
might exhibit different returns to worker characteristics. Primary education and age group 20 to 29 consti-
tute the reference group for each. Tenure is a continuous variable. The sample on which we estimate the
returns to worker characteristics includes five men and women per firm. A large majority of the country-
specific estimates are statistically significant on conventional levels.
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CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

Table D2: Comparison Firm-Fixed Effects by Gender (Normalization Low-Pay)

(1 2) 3) 4) &) (6) (7) 8)
Country 2002 2006 2010 2014

pM pr pM pr M pr pM pr

BE -422 -476 -.341 -.392 -.157 -.213 -.256 -.316
BG -.509 -.574 -418 -.464 -.486 -.526 -438 -478
CY -.135 -.444 -.144 -.378 -.105 -.308 -.208 -3
Cz -.278 -403 -.332 -.426 -.319 -432 -.316 -.426
DE -419 -.526 -.396 -.481 -41 -.497
EE -.559 - 713 -.531 =719 -.484 -.561 -425 -.564
EL -.197 -3 -.292 -.368 -.27 -.389

ES -273 -.381 -.286 -.399 -.237 -.351 -.308 -414
FR -.291 -433 -.253 -.358 -.299 -.378 -.404 -458
HU -.57 -.557 -.582 -.606 -.496 -.545 -.444 -.488
IT -.326 -.331 -.318 -.339 -.343 -.388 -.248 -.369
LT -.595 -.66 -.537 -.596 -.355 -.535 -.351 -.388
LV =722 -.762 -.685 -.745 -.592 -.653 -452 -.558
NL -.306 -.297 -.28 -.317 -.266 -.326 -.193 -.231
NO -.334 -.323 -.283 -.334 -.325 -.359 -.309 -.35
PL -.409 -.534 -.408 -514 -43 -.51 -.445 -.522
PT -.348 -.532 -.297 -.529 -.237 -.383 -.228 -.361
RO -.666 - 719 -.601 -.643 -.558 -.583 -.543 -.583
SE -.342 -.34 -.363 -.295
SK -.351 -.439 -.303 -44 -.294 -414 -.346 -.444
UK -.487 -.554 -.527 -.589

Notes: The table compares the gender-specific firm-fixed effects obtained from equation (3.2). In order to
obtain a lower-bound estimate of the within-firm component, the female premium has to be smaller than
the male premium within the group it is normalized by. The average fixed effects are shown for firms
which are paying average wages below , which is equal to 2/3 of the median pay.
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Table D3: Firm Premia and Contribution of each Component to the Gender Wage Gap (2002)

(1) 2 3) “) &) (6) (N (8)
Country Means of Firm Effects Between Within
Residual GWG Male premium Female GWG in firm Using Male Using Female Using Male Using Female
premium premiums Effects Effects Distribution Distribution

BE 12 257 226 .032 .006 .021 011 .025
BG 216 474 355 12 .09 .059 .06 .029
CY 253 075 097 -.022 .007 -.008 -.014 -.028
Cz .198 173 155 .018 .007 .031 -.012 .011
EE .29 .397 332 .065 .018 .023 .042 .047
EL 141 123 117 .006 011 .014 -.009 -.005
ES 183 243 215 .028 .033 .036 -.008 -.005
FR .163 13 151 -.021 -.005 .002 -.022 -.015
HU 13 483 383 1 012 .005 .096 .088
IT .148 .209 .166 .043 031 .051 -.008 .011
LT 242 434 315 119 .066 .045 074 .053
LV 206 .642 503 139 025 .017 122 114
NL 126 137 .104 .032 0 .029 .003 .032
NO 144 .16 112 .048 .009 011 .037 .039
PL 214 .33 263 .067 .057 .03 .037 .01
PT .196 241 27 -.03 .023 .033 -.063 -.053
RO 222 .593 445 .148 116 .09 .058 .032
SK 217 254 162 .091 .094 .095 -.004 -.003

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table D4: Firm Premia and Contribution of each Component to the Gender Wage Gap (2006)

) @ 3 @ (&) (6) Q) ®

Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Effects Using Female Effects Using Male Using Female
premiums Distribution Distribution

BE 134 236 .19 .046 .032 .031 .014 .014
BG 15 427 337 .09 .048 018 .072 .042
CcY 262 115 .106 .009 .038 .019 -.01 -.028
Ccz .199 208 173 .035 .027 .049 -014 .008
DE .16 324 .283 .041 .042 .068 -.027 -.002
EE .295 342 302 .04 -.001 0 .04 .041
EL 13 213 182 .031 .028 .047 -.015 .003
ES 158 229 .209 .02 .024 .029 -.009 -.004
FR .142 132 131 .001 -.001 013 -.012 .002
HU 122 464 401 .064 .001 -.005 .069 .063
IT 152 234 165 .069 .038 .04 .029 .03
LT 263 Al11 .28 131 .069 .053 .077 .062
LV .195 .583 487 .097 .027 -.005 .101 .069
NL 157 .199 137 .062 .033 .023 .04 .029
NO 141 173 121 .052 .009 017 .035 .043
PL 253 318 216 102 .081 .053 .05 .022
PT 269 266 .255 011 .034 .055 -.044 -.023
RO .166 518 416 102 .076 055 .047 .026
SE 114 212 .168 .044 .003 011 .032 .04
SK 229 27 182 .088 .087 105 -.018 .001
UK .108 .146 .043 .104 0 0 .104 .104

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table D5: Firm Premia and Contribution of each Component to the Gender Wage Gap (2010)

) @ 3 (C) ®) 6) (7 ®)

Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Effects Using Female Effects Using Male Using Female
premiums Distribution Distribution

BE .099 125 1 .026 015 015 011 011
BG .16 454 358 .096 .052 .026 .07 .044
CY 235 119 .107 .012 .026 018 -.006 -014
(674 184 .19 172 .018 .014 .049 -.031 .004
DE 133 297 267 .03 .021 .049 -.018 .009
EE .29 31 226 .084 .032 .039 .045 .052
EL 12 226 214 .011 .02 019 -.008 -.009
ES 158 211 .196 .015 .02 032 -017 -.004
FR 125 123 136 -012 -016 -.005 -.008 .004
HU 151 .393 334 .059 -.002 015 .044 .06
IT 132 227 204 .024 .005 016 .007 019
LT 256 239 248 -.01 .01 .008 -.017 -.02
LV 2 467 373 .094 .036 .004 .09 .058
NL 135 .193 141 .051 .03 021 .031 021
NO 152 .206 142 .064 .02 028 .036 .045
PL 216 334 248 .086 .06 .05 .036 026
PT 261 238 181 .058 .042 056 .001 015
RO 129 479 .395 .083 .053 031 .052 031
SE .101 184 142 .042 .008 012 .031 .034
SK 194 236 165 .071 .051 079 -.008 021
UK 127 .346 324 .022 -.029 -.023 .045 051

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table D6: Firm Premia and Contribution of each Component to the Gender Wage Gap (2014)

(D 2 3 “ ) (6) (N ®)
Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Using Female Using Male Using Female
premiums Effects Effects Distribution Distribution

BE .048 .094 .09 .004 .003 .007 -.003 .001
BG 154 388 303 .085 .047 .038 .047 .038
CY .182 179 151 .028 .009 .001 027 .019
Ccz 197 199 .169 .03 .015 .053 -.024 015
DE 156 337 284 .053 .051 .07 -.017 .002
EE 31 .289 .208 .081 .061 .059 022 .02
ES 152 241 227 .014 .015 .024 -.01 -.001
FR .104 181 193 -.012 -.009 0 -.012 -.003
HU 156 37 .288 .082 .012 .017 .065 .069
IT 17 131 115 .015 .032 .029 -.013 -.016
LT 235 .249 A77 072 .025 .033 .039 .046
LV 221 362 273 .09 .068 .021 .069 022
NL .105 148 .103 .046 .032 .037 .009 014
NO .144 221 157 .064 .022 .031 032 .041
PL 232 .33 .233 .097 .068 .057 .04 .029
PT 213 232 193 .039 .033 .034 .005 .006
RO 113 482 418 .064 .031 .016 .048 .033
SE .097 209 175 .034 .004 .011 023 .03
SK 207 258 .186 072 .054 .071 0 018
UK .059 401 398 .003 -.023 -.041 .045 027

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

Table D7: Robustness Analysis - Average Firm Premia (Subsample 5 Men and 5 Women)

(1) (2) (3) 4) (5)
All years 2002 2006 2010 2014
Pay Agreement
Industry Agreement 0.110%** -0.045%** 0.0347** 0.068** 0.119***
(0.000) (0.000) (0.000) (0.000) (0.000)
Region-Industry Agreement 0.135%** -0.012 0.012** 0.030*** 0.174%**
(0.000) (0.322) (0.047) (0.000) (0.000)
Enterprise agreement 0.115%** -0.040*** 0.058*** 0.069*** 0.110***
(0.000) (0.000) (0.000) (0.000) (0.000)
Local Unit Agreement 0.169*** -0.052* 0.025 0.040 0.183**
(0.000) (0.080) (0.244) (0.710) 0.017)
Other agreement 0.013 0.028 -0.063*** 0.174%** 0.132%**
(0.404) (0.126) (0.000) (0.000) (0.006)
No agreement 0.210%** 0.029*** 0.082%** 0.109*** 0.126***
(0.000) (0.002) (0.000) (0.000) (0.000)
Firm Size
50-249 Employees 0.036*** 0.111%%* 0.037*** 0.020%** 0.071%**
(0.000) (0.000) (0.000) (0.000) (0.001)
250+ Employees 0.016*** 0.219%** 0.078*** 0.076*** 0.029
(0.000) (0.000) (0.000) (0.000) (0.165)
Control
Private 0.084*** -0.011* 0.079*** 0.098*** 0.087***
(0.000) (0.087) (0.000) (0.000) (0.000)
Workforce Composition
Temporary Contract (%) -0.001*** 0.000 0.000*** -0.000%** -0.001***
(0.000) (0.123) (0.000) (0.006) (0.000)
Part-time (%) 0.000 0.000 0.000 0.000 0.000
) O ) ) )
Executives (%) 0.006*** 0.004*** 0.003*** 0.007*** 0.006***
(0.000) (0.000) (0.000) (0.000) (0.000)
White Collars (%) 0.004*** 0.0037** 0.002*** 0.0047** 0.004***
(0.000) (0.000) (0.000) (0.000) (0.000)
Clerks (%) 0.001*** 0.0017** 0.001*** 0.0027*** 0.001***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Executives (%) 0.000* 0.000 0.000 -0.000 0.000
(0.058) (0.709) (0.688) (0.285) (0.183)
Female among White Collars (%) -0.001*** -0.000*** -0.000*** -0.001*** -0.001***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Clerks (%) 0.000*** -0.000*** -0.000*** -0.000* 0.000***
(0.000) (0.000) (0.000) (0.064) (0.000)
Female among Blue Collars (%) -0.000*** -0.000* -0.000*** -0.000*** -0.000***
(0.000) (0.055) (0.000) (0.000) (0.000)
Low Pay Earners (%) -0.008*** -0.008*** -0.008*** -0.009*** -0.008***
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%F-%M) -0.001*** 0.000 -0.000 -0.000* -0.001***
(0.000) (0.151) (0.549) (0.055) (0.000)
Observations 128189 18626 38394 34198 36971
R? 0.43 0.43 0.57 0.46 0.44

Notes: The dependent variable is the average firm premia (weighted by employment shares) based on
estimated firm-fixed effects for each gender. The firm premia are normalized by low-pay firms from the
sample including 5 men and 5 women per firm. The sample includes firms with at least one man and one
woman per firm. Sector, country and year-fixed effects are not shown. Firm observations are weighted.
Robust standard errors are used. p-values are shown in brackets. * denotes 10% significance, ** denotes
5% significance, *** denotes 1% significance.
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Table D8: Within-Firm Gender Wage Gap in Firm Premia

(1) (2) (3) 4) (5)
All years 2002 2006 2010 2014
Pay Agreement
Industry Agreement -1.7471%* -1.360** -0.290 -0.308 -1.882%**
(0.000) (0.020) 0.377) 0.141) (0.000)
Region-Industry Agreement -2.213%** 0.592 -1.107** 0.079 -2.7427%F*
(0.000) 0.422) (0.014) (0.839) (0.000)
Enterprise agreement -2.022%* -3.066*** -1.132% -0.202 -3.078"**
(0.000) (0.000) (0.001) (0.410) (0.000)
Local Unit Agreement -0.431 -4.933%* 0.410 -5.570 0.344
(0.871) (0.007) 0.797) (0.442) (0.952)
Other agreement -3.816%** -4.731%* 0.834 2.569 -0.790
(0.000) (0.000) (0.173) (0.350) (0.825)
No agreement -1.213** -3.843%* -0.514 -1.148 -3.861**
(0.027) (0.000) (0.263) (0.381) (0.019)
Firm Size
50-249 Employees -0.682%** 2.230%** 1.485%** -0.732%** 2.410
(0.000) (0.000) (0.000) (0.000) (0.118)
250+ Employees 0.408** 3.140%** 1.130%** -1.200%** 3.910**
(0.017) (0.000) (0.000) (0.000) (0.011)
Control
Private 3.362%** 0.891** 2.821%** 2.4647** 3.736™**
(0.000) (0.023) (0.000) (0.000) (0.000)
Workforce Composition
Temporary Contract (%) -0.026%** -0.009 -0.002 -0.001 -0.035%**
(0.000) (0.188) (0.647) (0.854) (0.000)
Part-time (%) 0.000 0.000 0.000 0.000 0.000
) @) ) O )
Executives (%) 0.257*** 0.163*** 0.067*** 0.2317** 0.333%**
(0.000) (0.000) (0.000) (0.000) (0.000)
White Collars (%) 0.049*** 0.040*** 0.002 0.017*** 0.067***
(0.000) (0.000) (0.570) (0.000) (0.000)
Clerks (%) 0.037*** -0.003 0.014*** 0.062*** 0.038***
(0.000) (0.682) (0.003) (0.000) (0.000)
Female among Executives (%) -0.046*** -0.069*** -0.050*** -0.053*** -0.045%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among White Collars (%) -0.015*** 0.017*** 0.020%** -0.035%** -0.012%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Clerks (%) 0.017*** 0.029*** 0.038*** 0.027*** 0.009***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Blue Collars (%) 0.047*** 0.018*** -0.006* 0.057*** 0.044***
(0.000) (0.001) (0.085) (0.000) (0.000)
Low Pay Earners (%) -0.019*** -0.096*** -0.085™** -0.031** -0.012%**
(0.000) (0.000) (0.000) (0.000) (0.001)
Low Pay Earners (%F-%M) 0.372%** 0.378*** 0.376*** 0.365*** 0.374%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Observations 128189 18626 38394 34198 36971
R2 0.22 0.25 0.22 0.24 0.22

Notes: The dependent variable is the difference in firm premia (male minus female) based on estimated
firm-fixed effects for each gender. The sample includes firms with at least one man and one woman per
firm. Sector, country and year-fixed effects are not shown. Firm observations are weighted. Robust standard
errors are used. p-values are shown in brackets. * denotes 10% significance, ** denotes 5% significance,
*** denotes 1% significance.
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CHAPTER 3. FIRM-SPECIFIC PAY PREMIUMS AND THE GENDER WAGE GAP

3.5 Robustness Analysis: Normalization with Hotel & Restaurant Industry

Table E1: Comparison Firm-Fixed Effects by Gender (Normalization Hotel & Restau-
rants)

(D) 2) () (4) o) (6) (7 (8)
Country 2002 2006 2010 2014

pM 24 pM wpF pM wpF M wpF

BE -.22 -.315 -.204 -.271 -.112 -.163 -.094 -.143
BG -.187 -.207 -.168 =217 -.158 -219 -.097 -.149
CY 146 -.033 .007 -.167 .033 -.146 -.024 -.169
Cz -.003 -.164 -.083 -.248 -.071 -.226 -.088 -.251
DE -.245 -.346 -.236 -.356 -.266 -.353
EE -.204 -.326 -.192 -.397 -.13 =27 -.103 -.278
EL -.011 -.102 -.063 -.142 -.07 -.118

ES -.082 -.193 -.057 -.163 -.049 -.149 -.011 -.121
FR -.059 -.189 .022 -.092 -.071 -.161 -.078 -.182
HU -.256 -.294 -.169 -21 -.213 -.278 -.186 -.279
IT -.125 -.197 -.119 -.168 -.095 -.171 -.073 -.198
LT -.317 -.321 -29 -.371 -.194 -218 -.181 -.242
LV -215 -.247 -.236 -.292 -.045 -.133 014 -.078
NL -.092 -.235 -.128 -.28 -.134 -.262 -1 -.224
NO -.091 -177 -.114 -.191 -.129 -.215 -.159 -.229
PL -.097 -213 -.078 -.192 -.109 -.241 -.099 -.234
PT -.01 -.169 .031 -.173 -.025 -215 -.045 -.208
RO -.194 -.28 -.168 -.225 -.233 -.283 -.243 -.267
SE -.123 -.192 -.086 -.162 -.102 -.149
SK -.107 -.161 -1 =227 -.072 -.213 -.076 -218
UK -.204 -.318 -.266 -.36 -.267 -.361

Notes: The table compares the gender-specific firm-fixed effects obtained from equation (3.2). In order to
obtain a lower-bound estimate of the within-firm component, the female premium has to be smaller than
the male premium within the group it is normalized by. The average fixed effects are shown for firms in
the sector as it is considered a low-wage industry.
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Table E2: Firm Premia and Contribution of each Component to the Gender Wage Gap (2002)

(1) 2 3) “) &) (6) (N (8)
Country Means of Firm Effects Between Within
Residual GWG Male premium Female GWG in firm Using Male Using Female Using Male Using Female
premium premiums Effects Effects Distribution Distribution

BE 118 .249 226 .023 -.002 .009 014 .024
BG 201 272 .092 181 .082 .054 127 .099
CY 312 -.015 -.149 133 055 .018 116 .078
Cz .19 074 .046 .029 .002 .028 0 .027
EE 284 326 164 162 .035 .036 127 127
EL 138 .064 018 .047 .019 .003 .044 .027
ES 202 152 .062 .091 .035 .028 .063 .056
FR 181 121 .07 051 -.03 .004 .047 .081
HU .096 .296 238 .058 -.012 -.012 .07 .07
IT 153 176 .096 .08 .039 .037 .044 .041
LT 18 .393 217 176 .027 .02 156 .149
LV .164 .288 156 132 014 .008 124 117
NL 142 128 129 -.001 .019 .023 -.025 -.02
NO 142 13 074 .056 .005 .007 .049 .051
PL 208 174 .082 .093 .055 .027 .065 .037
PT 215 102 .046 .056 .046 .035 .021 .01
RO .198 274 162 112 .094 .085 .027 .018
SK 192 .189 .052 138 075 .075 .062 .063

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table E3: Firm Premia and Contribution of each Component to the Gender Wage Gap (2006)

) @ 3 @ (&) (6) Q) ®

Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Effects Using Female Effects Using Male Using Female
premiums Distribution Distribution

BE 131 236 173 .063 .022 .01 .053 .041
BG 136 227 .14 .087 .048 .023 .064 .039
CcY 3 124 -.002 125 .035 .024 .102 .09
czZ 183 149 132 .018 .014 041 -.023 .003
DE .149 284 237 .047 .028 .055 -.008 .019
EE 321 347 231 116 .018 .028 .088 .098
EL 136 115 .059 .057 .029 016 .041 .028
ES .192 129 .042 .086 .036 .029 .057 .051
FR .142 .028 .001 .028 -.016 .004 .023 .043
HU .098 21 152 .058 -.014 -011 .069 .073
IT 128 161 .081 .08 .021 .023 .057 .059
LT 232 .387 .236 151 .076 .054 .097 075
LV .169 312 .199 113 .043 -.003 .116 .07
NL .149 .169 172 -.003 .026 .031 -.034 -.03
NO 138 151 .09 .061 .003 014 .047 .058
PL 243 167 .038 129 .074 .044 .085 .054
PT .266 .078 .016 .062 .036 .045 .017 .026
RO 156 232 133 .099 .067 .062 .038 .033
SE A11 155 114 .041 -.005 -.002 .043 .047
SK 206 182 .103 .078 .069 .093 -.015 .01
UK 158 .266 222 .044 0 .003 .042 .045

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table E4: Firm Premia and Contribution of each Component to the Gender Wage Gap (2010)

) @ 3 (C) ®) 6) (7 ®)

Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Effects Using Female Effects Using Male Using Female
premiums Distribution Distribution

BE 1 14 .091 .049 .014 016 .034 .035
BG .156 227 131 .096 .054 .032 .063 .042
CY 235 .07 014 .056 .03 .009 .047 .027
(674 172 136 118 .018 .014 .046 -.028 .004
DE 119 .266 267 -.002 .006 042 -.044 -.008
EE 297 263 .105 157 .046 .053 104 112
EL 114 119 .052 .066 .028 .006 .06 .038
ES 183 119 .036 .083 .037 .039 .044 .046
FR 137 123 .076 .047 -.019 0 .047 .066
HU 113 262 214 .048 -014 .006 .042 .062
IT 11 13 .096 .034 -.007 .006 .028 041
LT 221 291 .094 197 .032 036 161 165
LV 162 116 .042 .074 .026 -013 .088 .048
NL 142 .169 155 .014 .028 028 -014 -014
NO .143 .168 112 .057 011 025 .032 .045
PL 203 184 113 .071 .05 037 .034 022
PT 247 125 .067 .057 .027 032 .025 .03
RO 131 .286 .205 .081 .059 .033 .048 022
SE .101 116 .092 .025 0 .005 .02 024
SK 175 144 .109 .034 .041 .069 -.035 -.007
UK 156 327 264 .063 -.003 .01 .053 .066

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table E5: Firm Premia and Contribution of each Component to the Gender Wage Gap (2014)

(D 2 3 “ ) (6) (N ®)

Country Means of Firm Effects Between Within
Residual GWG Male premium Female premium GWG in firm Using Male Using Female Using Male Using Female
premiums Effects Effects Distribution Distribution

BE .044 .106 A11 -.005 -.004 .001 -.006 -.001
BG 141 159 .07 .089 .045 .03 .059 .044
CY 174 .106 077 .029 .005 -.003 032 .024
Ccz 182 157 139 .018 .018 .055 -.036 .001
DE 144 307 25 .057 .038 .064 -.007 .019
EE 294 236 116 12 .058 .053 .066 .062
ES .165 074 .019 .055 .027 .024 .031 .028
FR 142 131 .092 .039 -.011 011 .028 .05
HU 12 233 .206 .027 .005 .012 016 022
IT 17 138 .093 .045 .03 .024 021 015
LT .196 .266 131 135 .035 .024 A11 1
LV .209 077 -.04 117 .086 .032 .085 .031
NL 123 132 133 -.001 .018 .034 -.035 -.019
NO 134 197 133 .064 .013 .027 037 052
PL 219 18 097 .083 .062 .042 .041 021
PT 21 136 .089 .047 .012 .01 .036 .035
RO 101 284 208 .076 .022 -.009 .085 .054
SE .089 129 .086 .042 -.001 .006 .036 .043
SK 178 147 A11 .036 .036 .06 -.024 0
UK 117 314 291 .023 -.003 .004 019 .026

Notes: The table provides information by country on the firm premia by gender, the wage gap and the size of the between- and within-firm component. Column (1) presents the
residual gender wage gap, and columns (2) and (3) show the average of the male and female firm premium, respectively. Column (4) is the difference between the first two columns,
and constitutes the firms’ contribution to the gender wage gap. This wage gap is then decomposed into a between- and within-firm component, shown in Columns (5) and (6), and (7)
and (8), respectively. The decomposition is based on equations (3.3) and (3.4) and uses male or female effects for the between-firm component and the male or female distribution for
the within-component. The sum of columns (5) and (8), and columns (6) and (7) is equal to Column (4).
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Table E6: Robustness Analysis - Average Firm Premia (Normalization Hotel & Restau-
rant Sector)

(1) 2 3) C)) 6)
All years 2002 2006 2010 2014
Pay Agreement
Industry Agreement 0.142%** -0.034*** 0.032%** 0.074*** 0.162***
(0.000) (0.000) (0.000) (0.000) (0.000)
Region-Industry Agreement 0.177%* -0.034*** 0.047*** 0.025%** 0.229***
(0.000) (0.000) (0.000) (0.000) (0.000)
Enterprise agreement 0.155%** -0.007 0.045%** 0.074*** 0.172%**
(0.000) (0.253) (0.000) (0.000) (0.000)
Local Unit Agreement 0.134%** -0.048*** 0.024*** 0.033** 0.139***
(0.000) (0.002) (0.000) (0.032) (0.000)
Other agreement 0.073%** -0.001 -0.033*** 0.0917*** 0.160***
(0.000) (0.948) (0.000) (0.000) (0.000)
No agreement 0.196*** -0.005 0.081*** 0.115%** 0.163***
(0.000) (0.258) (0.000) (0.000) (0.000)
Firm Size
50-249 Employees 0.038*** 0.081%** 0.059*** 0.048*** 0.068***
(0.000) (0.000) (0.000) (0.000) (0.000)
250+ Employees 0.066*** 0.117%** 0.062*** 0.1047** 0.092***
(0.000) (0.000) (0.000) (0.000) (0.000)
Control
Private 0.043*** -0.006 0.031*** 0.047*** 0.050***
(0.000) (0.148) (0.000) (0.000) (0.000)
Workforce Composition
Temporary Contract (%) 0.000*** 0.000*** 0.000 -0.000** 0.001***
(0.000) (0.000) (0.266) (0.034) (0.000)
Part-time (%) 0.000 0.000 0.000 0.000 0.000
) ) ) ) )
Executives (%) 0.005*** 0.004*** 0.004*** 0.006*** 0.006***
(0.000) (0.000) (0.000) (0.000) (0.000)
White Collars (%) 0.004*** 0.002*** 0.003*** 0.004*** 0.003***
(0.000) (0.000) (0.000) (0.000) (0.000)
Clerks (%) 0.002*** 0.0017** 0.000*** 0.0027** 0.002***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Executives (%) -0.000* 0.000*** -0.000*** -0.000*** -0.000
0.071) (0.000) (0.001) (0.000) (0.965)
Female among White Collars (%) -0.000*** -0.000*** -0.000*** -0.001*** -0.000***
(0.000) (0.003) (0.002) (0.000) (0.000)
Female among Clerks (%) 0.000*** -0.000** 0.000*** 0.000** 0.000***
(0.000) (0.047) (0.000) (0.037) (0.000)
Female among Blue Collars (%) -0.000*** -0.000*** -0.000*** -0.000*** -0.000***
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%) -0.006*** -0.007*** -0.008*** -0.008*** -0.006***
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%F-%M) -0.000*** 0.000** 0.000%** -0.000*** -0.000%**
(0.000) (0.033) (0.000) (0.000) (0.000)
Observations 413035 70918 118750 95955 127412
R? 0.34 0.30 0.40 0.42 0.33

Notes: The dependent variable is the average firm premia (weighted by employment shares) based on
estimated firm-fixed effects for each gender. The firm premia are normalized by firms in the hotel &
restaurant industry. The sample includes firms with at least one man and one woman per firm. Sector,
country and year-fixed effects are not shown. Firm observations are weighted. Robust standard errors are
used. p-values are shown in brackets. * denotes 10% significance, ** denotes 5% significance, *** denotes
1% significance.
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Table E7: Within-Firm Gender Wage Gap in Firm Premia

(1) (2) (3) 4) (5)
All years 2002 2006 2010 2014
Pay Agreement
Industry Agreement -1.085%** -1.061 -1.491** -0.427** -1.050%**
(0.000) (0.105) (0.020) (0.045) (0.000)
Region-Industry Agreement -1.363"* 0.319 -1.703** -0.355 -1.979%*
(0.000) (0.662) (0.016) (0.399) (0.000)
Enterprise agreement -1.608"** -2.045%* -1.614** 0.008 -2.153%
(0.000) (0.003) (0.018) (0.976) (0.000)
Local Unit Agreement -1.661* -2.113 -1.766** 1.298 -5.245%
(0.069) (0.250) (0.039) (0.399) (0.083)
Other agreement -5.399%** -4.612%** -5.181%** 0.382 -1.990
(0.000) (0.000) (0.000) (0.765) (0.413)
No agreement -2.365"* -2.186*** -4.074%% -0.078 -1.865
(0.000) (0.000) (0.000) (0.922) (0.196)
Firm Size
50-249 Employees 1.383%** 1.419%** 1.217%* 1.322%** 0.725
(0.000) (0.000) (0.000) (0.000) (0.396)
250+ Employees 1.358*** 0.106 -0.376 0.239 1.078
(0.000) (0.708) (0.138) (0.247) (0.206)
Control
Private 2.611%* 3.099%** 0.891 1.658*** 2.740%**
(0.000) (0.000) (0.120) (0.000) (0.000)
Workforce Composition
Temporary Contract (%) -0.005** -0.025%** -0.017%** -0.019*** -0.006
(0.040) (0.000) (0.001) (0.001) (0.190)
Part-time (%) 0.000 0.000 0.000 0.000 0.000
©) O ) O )
Executives (%) 0.311%** 0.226™** 0.284*** 0.352%** 0.322%**
(0.000) (0.000) (0.000) (0.000) (0.000)
White Collars (%) 0.055%** 0.047*** 0.040*** 0.065*** 0.053***
(0.000) (0.000) (0.000) (0.000) (0.000)
Clerks (%) 0.032%** -0.018*** -0.014** 0.087*** 0.025%**
(0.000) (0.001) (0.018) (0.000) (0.000)
Female among Executives (%) -0.166™** -0.140™** -0.199*** -0.109*** -0.184***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among White Collars (%) 0.034*** 0.041*** -0.004 -0.015*** 0.046***
(0.000) (0.000) (0.190) (0.000) (0.000)
Female among Clerks (%) 0.026*** 0.068*** 0.089*** 0.034*** 0.018***
(0.000) (0.000) (0.000) (0.000) (0.000)
Female among Blue Collars (%) 0.055%** 0.032%*** 0.038*** 0.065*** 0.056™**
(0.000) (0.000) (0.000) (0.000) (0.000)
Low Pay Earners (%) -0.01 1% -0.092%** -0.083*** 0.009*** -0.009***
(0.000) (0.000) (0.000) (0.002) (0.001)
Low Pay Earners (%F-%M) 0.353%** 0.272%** 0.366*** 0.352%** 0.354%**
(0.000) (0.000) (0.000) (0.000) (0.000)
Observations 413035 70918 118750 95955 127412
R2 0.22 0.16 0.23 0.24 0.22

Notes: The dependent variable is the difference in firm premia (male minus female) based on estimated
firm-fixed effects for each gender. The sample includes firms with at least one man and one woman per
firm. Sector, country and year-fixed effects are not shown. Firm observations are weighted. Robust standard
errors are used. p-values are shown in brackets. * denotes 10% significance, ** denotes 5% significance,
*** denotes 1% significance.
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Chapter 4

Can labor market institutions mitigate the China
syndrome? Evidence from European regional labor

markets

4.1 Introduction

The academic and public debate about the impact of trade with low-wage countries on
labor markets in advanced economies received a boost in recent years. The discussion
of the 1990s on this issue focused mainly on the wage impact of skilled versus unskilled
workers, but no major impact was found. However, Wood (2018) argues that the debate
ended prematurely and Krugman (2008) adds that the small effects found in the 1990s are
not surprising given the low levels of trade between high- and low-wage countries at the
time.

The share of trade of European economies and the United States with low-income coun-
tries has been rising sharply in the period around the new millennium, which is largely
due to China and its entry in the World Trade Organization (WTO). Figure 4.1 shows that
Chinese export growth to Europe exceeds that of the United States since 2002. Autor
et al. (2013) are the first to exploit supply-driven import exposure per worker in US local
labor markets from China and to analyze the impact on manufacturing employment. Ex-
amples of other single-country studies exploiting the same instrument are Donoso et al.
(2015) for Spain and Balsvik et al. (2015) for Norway. All of these studies find a sig-
nificant negative response of manufacturing employment when import competition from
China is high. Both studies find different point estimates relative to Autor et al. (2013)
for the adverse impact of Chinese import competition on manufacturing employment and
hypothesize that this may be due to different labor market institutions.

This study contributes to this literature in two ways. First, the paper investigates
whether labor market frictions modifies the impact of import competition from China on
manufacturing employment shares by including an interaction term between import com-
petition and labor market frictions. Standard economic theory predicts that high labor
market frictions, specifically in the form of employment protection, reduces job flows as

argued by Bertola and Rogerson (1997). More recently, Caliendo et al. (2019) implement
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Figure 4.1: EU vs. US imports from China

=100)
200 250
1 1

Imports (2002
150
1

100
1

50

1996 1998 2000 2002 2004 2006
Year

us

The figure shows the increase in Chinese exports to the eight European countries under investigation and
the United States. Aggregate bilateral trade flows are taken from the OECD International Merchandise
Trade Statistics. They are originally measured in US Dollar, and here normalized to 100 in 2002 to present
percentage growth over the time period 1997 to 2006. The vertical line represents the date of entry of China
into the WTO on 11 December 2001.

labor market frictions in the form of sector-region reallocation costs for workers. Sim-
ilarly, Dix-Carneiro (2014) also estimates large and heterogeneous sectoral reallocation
costs for workers. Instead, this paper focuses on involuntary reallocation of employees
caused by the local adoption of temporary contracts.

The second contribution is to investigate the response of other employment and non-
employment alternatives due to Chinese import competition. The employment option
implies working in another sector than manufacturing, and non-employment can be either
unemployment or exiting the labor force. Caliendo et al. (2019) argue that other sectors,
such as construction and services can expand due to access to cheaper intermediate inputs.
Charles et al. (2016) argue that the housing boom, and hence employment in construction,
masked the overall decline in job growth in the US. For Spain, Donoso et al. (2015) show
that the employment reduction in the manufacturing sector was absorbed by other sectors,
specifically construction. In terms of unemployment and labor force participation, Autor
et al. (2013) find an increase in the former and decrease in the latter. Overall, the empir-
ical evidence is mixed if any sector absorbs, and if yes, which sector absorbs the adverse
impact of the trade shock on manufacturing.

The setup of the study is similar to other reduced-form analyses examining China’s rise

in world markets and how this affects various outcomes in Western countries. Bloom
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et al. (2016) examine firms in a panel of 12 European countries following the “value
share” approach, which exploits industry level exposure to China compared to regional
import exposure. To the author’s knowledge, Colantone and Stanig (2017) are the first to
consider regional import exposure in a multi-country setting. They investigate voting pat-
tern changes conditional on import exposure, whereas this paper is concerned with labor
market outcomes in various sectors, in particular employment shares over working-age
population and hourly wages.

In order to answer the above-mentioned research questions, this paper relates changes in
employment shares of manufacturing, services, construction, public services, the unem-
ployment rate and labor force participation rate between 1997 until 2006 to exposure to
supply-driven Chinese exports and labor market frictions on the NUTS 2 level for eight
European economies, i.e. Austria, Belgium, France, Germany, Italy, Spain, Sweden and
the United Kingdom. To identify the supply-driven component of imports from China,
this paper follows Autor et al. (2013) by exploiting within-manufacturing composition in
terms of employment on the regional level and by instrumenting for EU country imports
using changes in imports of the US from China, similar to previous studies.

The paper develops two measures of regional labor market frictions based on the idea
that employment protection differs for temporary and permanent jobs. The first measure
accounts for the involuntary, i.e. because they could not find a permanent contract, flow
from unemployment into temporary jobs relative to all unemployed. The second measure
exploits the flows of temporary employed persons in the previous year to unemployment
because the temporary contract expired, relative to all employed. Both measures are in-
creasing with labor market frictions as they exemplify a higher use of temporary con-
tracts as permanent contracts are associated with higher costs. In other words, temporary
employment is linked to stronger employment protection legislation, therefore implying
stronger frictions.

The identification strategy first acknowledges that, as import competition is an endoge-
nous regressot, its interaction with regional labor market frictions is likely to be endoge-
nous as well. However, Nizalova and Murtazashvili (2016) and Bun and Harrison (2018)
show that the interaction term can be interpreted as exogenous once the main effect of the
endogenous variable has been taken account of, and the OLS estimator of the interaction
term is unbiased and consistent. Alternatively, the paper applies two further identification
strategies, which encompass two first stage regressions, one for import competition and
one for its interaction with labor market frictions. The two identification strategies dif-
fer in their instrument(s) for the interaction term: one follows Bun and Harrison (2018)
in that it exploits the vector of second-order polynomials of the instrument and the con-
trol variables as instruments for the interaction term. The other one follows the empirical
application of Aghion et al. (2005), who instrument for the interaction term of the endoge-

nous regressor and the modifying variable with the interaction term of the instrument and
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the modifying variable. All identification strategies yield qualitatively equal results.

The results suggest that regional import competition per worker reduces manufacturing
employment substantially and significantly in the eight European economies under inves-
tigation. An increase of $ 1,000 (in 2005 value) in import exposure per worker is related
to a decline of 1.04 percentage points in the manufacturing employment share relative
to the working-age population over a 5-year period in a regional labor market with aver-
age friction.! Irrespective of the measure, stronger labor market frictions tends to further
decrease the manufacturing employment share. This finding shows that employment pro-
tection exacerbates the employment response in the manufacturing sector, which is in line
with the hypothesis postulated in Balsvik et al. (2015) and Donoso et al. (2015).

To determine what happens to displaced workers affected adversely by rising import com-
petition from China, this paper investigates other sectors and two non-employment rates.
The paper runs the same empirical exercise with employment shares of services, the con-
struction sector and non-market services. The empirical evidence suggests that workers
reallocated to public services, including health and education, and tended to do the same
with private services with rising labor market frictions, though noisily estimated. The con-
struction sector, on the other hand, did not absorb the shock. In terms of non-employment
responses, the unemployment rate did not change, if anything unemployment fell in re-
gions more exposed to Chinese import competition. On the other hand, the labor force
participation rate tends to drop, in particular with rising labor market frictions. However,
these estimates are also statistically insignificant.

The results for hourly wages, which should be treated cautiously due to potential biases,
do not react to Chinese import competition. One reason is that wage cuts are less likely in
Europe compared to the United States, which could also explain the much higher adverse
impact found on manufacturing employment shares. In Europe, employers cannot adjust
wages downward, so they react stronger in terms of employment, whereas in the United
States, employers can adjust along both margins.

The paper is structured as follows: Section 4.2 introduces the measure for regional import
competition from China and the two measures of regional labor market friction. Section

4.3 discusses the identification strategies and presents the results. Section 4.4 concludes.

4.2 Regional indicators

To determine the causal effects of supply-driven Chinese exports and labor market insti-
tutions on regional labor market dynamics, the first crucial step is to establish suitable
indicators. This section introduces the measure for import exposure per worker and its in-

strument. It continues to present both measures for regional labor market frictions based

! The 1.04 percentage points is an average over all six point estimates.
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on how common the use of temporary contracts are. The section also describes the data

used in the analysis and provides descriptive statistics.

4.2.1 Import competition

The construction of the index for import exposure per worker follows both Autor et al.
(2013) in employing the start of period employment of manufacturing subsectors for re-
gional variation of the instrument. The changes in EU country-specific imports from
China are then instrumented with US imports, based on the modification of, among oth-
ers, Colantone and Stanig (2017). Due to the same regional focus, i.e. NUTS 2 regions in
Europe, the subdivision of the manufacturing sector further follows Colantone and Stanig
(2017), 1.e. both employment and trade data are determined on the 2-digit level of the
manufacturing sector according to NACE Rev.1.1. The measure of import competition is
constructed the following:

Ly jt AIMP.china jr

, 4.1
Lc jt Lrt

AIPWY =Y
J

where ATPWEY is defined as the import exposure per worker in region r at time ¢ using
bilateral trade of the individual EU country with China. L,j, is the number of employ-
ees in manufacturing subsector j in region r at the initial year of each 5-year period z,
divided by the number of employees in manufacturing subsector j in the country ¢ (Ljr)
in the respective year. This fraction computes the degree of specialization of subsector
J in region r relative to the rest of the respective country, and simply reflects a regional
weighting coefficient. This fraction is multiplied by the normalized change in real imports
of manufacturing goods of the individual European country ¢ from China in subsector j
over period ¢ (AIMP,cpinaj:). Normalization means that the real change in imports is di-
vided by the number of workers in region r in the initial year of period ¢ (L,;), resulting in
import exposure per worker.
Bilateral trade between the European economies and China bears the potential for endo-
geneity as imports could be correlated with domestic factors, instead the main interest is
to isolate the supply-driven component of Chinese exports. The most important factor,
which could potentially introduce a bias in the estimation, is industry-specific demand
for Chinese goods. This bias would lead to an underestimate of the true effect of supply-
driven imports from China. To circumvent this endogeneity bias, the instrument exploits
the change in US imports for the change in EU imports by manufacturing subsector over
the same period:
L, js AIMPyschinaji
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The only difference between equations (4.1) and (4.2) is visible in the numerator of the
second fraction, i.e. the destination country of exports from China differs. In equation
(4.2), US imports are shown, but an alternative is to use other (advanced) destination coun-
tries. These additional countries are Australia, Canada, Korea, Japan and New Zealand.
A second alternative is to consider only net exports (NPW), which is potentially more
relevant for European countries compared to the United States because they have a less
unbalanced trade deficit with China. However, only Germany sees a strong rise in exports
to China over the time horizon considered in the analysis. Hence the results for net import

exposure are expected to be similar to import exposure.

4.2.2 Regional labor market frictions

The two measures of labor market frictions in this paper exploit “involuntary” reallo-
cations compared to voluntary reallocations in the recent literature investigating labor
dynamics induced by trade shocks with general equilibrium models, e.g. Caliendo et al.
(2019). Other studies also exploit typically voluntary reallocations to estimate reallo-
cation costs using structural models, for example Dix-Carneiro (2014) and Artug et al.
(2010). However, Jolivet et al. (2006) present evidence that involuntary reallocations are
forming a substantial part of total reallocations, in particular in high-turnover countries.
Further, the aforementioned theoretical studies exploit reallocations between sectors, i.e.
job-to-job transitions, and disregard involuntary transitions into unemployment or vice
versa. In contrast to the aforementioned theoretical studies, more reallocations are im-
plying stronger labor market frictions. This is simply due to their involuntary nature
compared to the voluntary transitions used in these papers.

The basic idea of the two measures of labor market frictions the paper puts forward relies
on (Boeri and Van Ours, 2013, Fig. 10.3) and Kalleberg (2000) arguing that higher em-
ployment protection legislation (EPL) for permanent contracts exhibits a strong positive
relationship with the share of temporary workers. Strict EPL for open-ended contracts
induces higher costs for employers in the cases of firing, hence job seekers may work
under temporary contracts even though they prefer to work under permanent contracts.
This means that the labor market cannot absorb job seekers into permanent contracts be-
cause of higher employment protection, i.e. the labor market is the more rigid the more
employees work under temporary contracts.

One issue with labor market institutions is that they are typically enforced on the national
level and do not vary by region. However, Boeri and Jimeno (2005) demonstrate that
EPL is not uniformly enforced within an economy due to the various exemptions, e.g. for
small companies below certain threshold of employees. For companies exempted from
strict employment protection for permanent contracts, it is easier to hire and fire work-

ers under permanent contracts because they face lower costs. Thus, this paper constructs
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both measures on the same level of regional variation as import competition induced by
Chinese goods, and not on the more aggregate, national level. The only attempt to get
insights into subnational differences of EPL is Hantzsche et al. (2018), but the authors
take on a sectoral perspective, not a regional one.

To isolate those temporary contracts, which are due to strict employment protection leg-
islation and not due to preferences of the employees, both measures of labor market fric-
tions make use “involuntary” temporary contracts. The first measure exploits the flows
from unemployment into a temporary job from one year to another conditional on that the
unemployed could not find a permanent job. This measure of involuntary flows into tem-
porary jobs is normalized by the number of unemployed in the previous year in order to
account for the size of local unemployment, which would otherwise put a greater weight
on larger regions:

UE—T Job
FlOWrt emp.Jo

UE;

RLME/FTemp-lob — , (4.3)
This indicator measures the chance of an unemployed to enter a temporary contract de-
spite his initial objective to find work under a permanent contract. It is assumed that the
firm considers the costs to hand out an infinite-horizon contract to the worker as too high
because its high employment protection, hence it only offers fixed-period jobs.

The second indicator reverses the direction of the flow, i.e. it looks at whether an indi-
vidual entered unemployment in period ¢ because a temporary ended. Hence, it measures
how many temporary contracts were used the year before and did not result in further em-
ployment, may it be a permanent or a renewed temporary contract.> This is normalized
by total employment in the previous period:

FlowTemp.Job—>UE
RLMFr];emp'J{)b_}UE _ rt (44)

Employment,; 1’

Both measures highlight the use of “involuntary” temporary contracts, which are more
commonly used if the regional labor market is rigid as permanent contracts are more
expensive to the firm relative to temporary contracts. Hence, both indicator rise with
regional labor market friction. Flows in both directions are roughly equal in absolute
numbers, the normalization factors for each measure, i.e. denominators in both equa-
tions, differ strongly, both indicators are standardized for the empirical analysis. This
allows for a more comparable interpretation of the results.

This paper argues that both measures of labor market frictions are exogenous to the trade
shock from Chinese imports, even though a common concern is that labor market institu-
tions are endogenous to globalization. It is often argued that trade openness erodes labor

market standards. However, the empirical evidence is quite mixed on whether global-

2 This measure may not also include a certain degree of skill mismatch between employee and employer
as temporary contracts also allow for the screening of the quality of the match.
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ization has an impact on labor market institutions, with results varying by labor market
setting and with different country samples and identification strategies. They are summa-
rized in Potrafke (2013), who in his analysis does not find any evidence that globalization
impacts labor market institutions. Further, most studies focus on trade between advanced
economies, which is due to the above-mentioned phenomenon that trade between ad-
vanced economies and developing countries did not occur until the rise of China in global
commodity markets. To the author’s knowledge, Haberli et al. (2012) is the only study
examining how trade agreements between countries with different stages of economic de-
velopment affect labor market institutions. The main finding is that trade between two
advanced economies reduces institutional labor market standards, whereas trade between
an advanced economy and developing countries does not impact the institutional setting
of the importing country. For these reasons, the identification strategy treats the modify-
ing variable, i.e. labor market friction, as exogenous to the supply-driven component of

Chinese imports.

4.2.3 Data

This paper focuses on eight European economies, which include Austria, Belgium,
France, Germany, Italy, Spain, Sweden and the United Kingdom between 1997 and 2006.
These countries have been selected for two reasons. The first reason is that this paper con-
centrates on countries, which are likely to suffer from a direct impact of Chinese import
competition. Cabral et al. (2018) show that Portugal only loses manufacturing employ-
ment due to the indirect effect of Chinese exports crowding out Portuguese exports. These
indirect effects are occurring in European low-wage countries. This leads to the omission
of all East European countries, Greece and Portugal. The second reason are data limita-
tions on the remaining countries. The Netherlands and Denmark do not provide regional
information in the EU LFS, which is the main data source to compute regional labor mar-
ket frictions. The exclusion of Finland and Norway is based on the lack of employment
data in the manufacturing subsectors previous to 2002. Finally, Luxembourg and Ire-
land are left out because they consist of only one and two, respectively, NUTS 2 regions,
hence it does not allow for within-country identification. Analogous to previous studies,
the time horizon is chosen to capture periods of the same length around China’s entry into
the WTO in 2001 and to predate the Great Financial Crisis (2007-2009).

Employment data for six sectors comes from the European Regional Database (ERD), and
are aggregated to manufacturing, services, construction and private services.> The data
is available on the NUTS 2 level, which comprises also the geographical degree of vari-

ation. The sectoral employment shares are computed relative to working-age population,

3 Private services sector encompasses “wholesale, retail, transport, accommodation & food services, in-
formation and communication” and “financial & business services”.
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similar to previous studies investigating whether import competition from China affects
manufacturing employment. The working-age population is restricted to the age from 20
to 64 and stems from Eurostat Regional Database. One main issue with this feature could
be that this study, in contrast to Autor et al. (2013), exploits variation in administrative
units instead of commuting zones. Administrative regions do not form closed labor mar-
kets in the same form, but comparing data on region of residence and region of work in
the EU LFS exhibits that the share of workers crossing administrative borders is 4.47%
for the NUTS 2 regions in this study, hence any potential bias arising from non-closed
labor markets are negligible.

The main explanatory variable, i.e. import exposure per worker, exploits three different
data sources. Trade statistics on the manufacturing subsector level are taken from World
Integrated Trades Solutions (WITS) by the World Bank, which provides trade data on the
level of manufacturing subsectors (NACE Rev.1) based on the UNComtrade database.*
This feature of the WITS provides concordance of imported goods and exports to man-
ufacturing subsectors. Employment on the manufacturing subsector level is taken from
Eurostat Regional Database and the initial values of 1997 and 2002 are used to compute
the regional weighting factor in equation (4.1).> Working-age population, which is the
normalization factor in the same equation, comes from Eurostat.

Both measures of regional labor market frictions originate, as mentioned above, from in-
dividual level data in the EU LFS.® The survey contains information of employment status
in the year the survey was conducted and the year before. Further, it asks whether the cur-
rently employed person has a permanent or a temporary contract, and in the case of the
latter, also why this is the case. One possible answer is because the interviewee could not
find a job with a permanent contract. These information are exploited to construct the “in-
voluntary” inflow into temporary work out of unemployment for the first measure of labor
market frictions in equation (4.3).” This inflow is then normalized by the total number of
unemployed in the same region based on data from the same source. The second measure
reverses this movement as the EU LFS also asks currently unemployed why this is the
case. One of the potential answers is that a temporary contract ended. Equation (4.4)
restricts this flow out of temporary employment into unemployment to those who were
employed the year before the survey was conducted. Again, normalization is necessary,

and for this measure the total number of employees is used.

4 See Table 4.A1 in the appendix for an overview of manufacturing subsectors.

3 For the UK, data in and before 1997 is not available, hence 1998 is used to compute regional specializa-
tion.

6 Regional information is not available for Germany prior to 2002, hence the national average is used for
all regions in Germany for the pre-entry period. Further, region of residence is only available on the
NUTS 1 level for Germany and the United Kingdom, so all NUTS 2 regions within the same NUTS 1
region are assigned the same values for both measures of friction.

7 France only provides the information on the “involuntary” inflow in 2006, when 65% of all inflows are
involuntary. Hence, for France the indicator exploits the overall inflow into temporary contracts.

155



CHAPTER 4. LABOR MARKET INSTITUTIONS AND THE CHINA SYNDROME

Table 4.1: Summary Statistics

Pre-WTO entry Post-WTO-entry
Obs. Mean Std.Dev. Obs. Mean Std.Dev.
A Manufacturing Employment Share 146 -0.099 1.079 146 -0.937 0.841
A Service Employment Share 146 2982 1.673 146 1319 1.522
A Construction Employment Share 146 0.236 1.133 146 0.269 0.676
A Public Service Employment Share 146 1494 0915 146 1.123 0.907

A Unemployment Rate 146 -2.821 5.043 146 0339 4.147
A Labor Force Particpation Rate 146 2433 2816 146 1982 2.897
A Manufacturing Log Hourly Wage 146 0.061 0.111 146 0.048 0.131
A Service Log Hourly Wage 146 0.068 0.087 146 0.025 0.084
A Construction Log Hourly Wage 146 0.038 0.175 146 0.006 0.141
A Public Service Log Hourly Wage 146 0.046 0.085 146 0.015 0.084
ATPW (EU) 146 0.263 0314 146 0960 0.601
ANPW (EU) 146 0.192 0.255 146 0.695 0.432
RLMF (Involuntary Emp — UE) 146 0.191 0.133 146 0.183 0.191
RLMF (Involuntary UE — Temp. Job) 146 5.595 7.187 146 5.786  8.326
Employment share Manufacturing 146 13.674 4.769 146 13.288 4.855
Employment share Services 146 27.374 7.170 146 30.609 7.257
Employment share Construction 146 5.054 1597 146 5279 1.304
Employment share Public Services 146 20.617 3.771 146 22.425 3.923
Unemployment Rate 146 9.857 7.898 146 7.523  8.175
Labor Force Particpation Rate 146 76.816 7.584 146 79.903 6.905
Percent tertiary education 146 18.330 6.362 146 21.194 7.139
Percent of employment among women 146 53.126 12.204 146 57.989 11.232
Share Water 146 2.194 2449 146 2.194 2449
Coarse Fragements 146 13.481 4.262 146 13.481 4.262

Notes: The table compares outcome and explanatory variables of the 146 NUTS II regions in the data set
before and after China joined the WTO. In case of changes, the first period goes from 1997 to 2001, while
the post-WTO entry period goes from 2002 to 2006. When levels are used, the summary statistics give the
beginning-of-period values, i.e. 1997 and 2002 for the respective period.

The sources which were used to construct the variables of interest, i.e. labor market
frictions and import exposure per worker, are the same as for the control variables. The
initial share of sectoral employment shares relative to working-age population also come
from the ERD and Eurostat. With the help of the EU LFS, this paper computes both the
share of tertiary education and the percentage of women in employment in each region.
As Chinese import competition can be amplified through housing markets (see Xu et al.
(2019)), the analysis accounts for geographic housing supply conditions, by including
two indicators. First, the percentage of land covered by water and wetlands provided by
Eurostat, and second the percentage of coarse fragments is taken from the LUCAS Top-
soil data Panagos et al. (2012). Both variables are measured in the year 2009, however
due to the difficulty to change these variables in a significant manner, they are included to
account for geographic constraints of the housing market.

Table 4.1 shows summary statistics subdivided into pre- and post-entry period for changes
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in sectoral employment shares, (net) import exposure per worker using bilateral trade be-
tween the EU countries and China, both measures of regional labor market frictions and
various control variables. The reduction in manufacturing employment is more than nine-
fold between 2002 and 2006 compared the previous five-year period, which suggests that
Chinese imports affected manufacturing as (net) import competition is significantly higher
in the post-period. On the other hand, the services sector experiences a stronger rise in
the first period compared to the post-entry years. Possibly, this reflects that other factors
such as technological progress influence - see e.g. argumentation in Dauth et al. (2017)
- are responsible for the rise in the service sector. The construction sector experiences a
slightly higher inflow relative to working-age population in the second period, while the
increase in public service employment is somewhat larger in the first period. The unem-
ployment rate drops sharply during the first period and rises slightly during the second
period, generating a huge gap between the pre- and post-entry periods.

Interestingly, real log hourly wages are always increasing less during the second period,
1.e. after China entered the WTO. This finding holds for all sectors, but is particularly
strong in the non-manufacturing sectors. Relative to the first period, e.g. in construction
the rise in real wages during the second period only equals about 18% that of the first
period, and in public services this is equal to about 35%. On the other hand, the reduction
in wage increase in manufacturing is equal to 20%. This is an indication that low-skilled
workers are more adversely affected by the rise in Chinese import competition than high-

skilled workers.
Figure 4.2: Quintile distribution of regional indicators for (net) import exposure in 2002

A IPW (EU) in 2002 A NPW (EU) in 2002

Quintiles

Highest Quintile
4th quintile
3rd quintile
2nd quintile

Lowest Quintile

Quintiles

Highest Quintile
4th quintile
3rd quintile
2nd quintile

Lowest Quintile

These maps shows the spatial variation of (net) import exposure (A IPW and A NPW) for the eight European
economies in the year 2002. Each NUTS 2 region is sorted into one out of five quintiles, with darker colors
indicating a higher degree of import competition from China.

Flows from unemployment into involuntary temporary jobs are also rising, indicat-

ing a higher use of temporary contracts for workers entering employment. On the other
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hand, the flow from temporary contracts to unemployment falls slightly, which may be
due to the fact that more often successive temporary contracts are handed out to employ-
ees. Murray (1999) highlights the high limits on the duration of successive temporary
contracts. Berton et al. (2011) and Gash (2008) highlight the high chance for successive
temporary contracts. Further, as a result Berton et al. (2011) find that the transition from
a temporary position into a permanent contract can be long.

The services sector is by far the largest sector in the eight European economies under
scrutiny as it is nearly double the size of manufacturing in 1997. Both import and (net)
import exposure grow significantly over time, which reflects China’s rising importance in
world trade. The control variables behave over time as expected, both the share of tertiary
education and of employment among women grow substantially, groups typically associ-
ated with the growth of service employment. There are no changes over time in the share
of water or of coarse fragments.

Figure 4.2 shows the spatial distribution of the import and net import shock per worker
in the European economies included in this study. The resemblance with the geographic
dispersion with (Colantone and Stanig, 2017, Fig. 4) is striking and supports the correct
measurement of the exposure to Chinese exports. As visible in the left panel of the figure,
the regions most exposed to Chinese import competition are located in South and Central
Germany, North East Spain and the North of Italy. The North West of England is also
quite strongly exposed to Chinese goods’ penetration. The right panel of the same figure
shows that the geographic distribution of the net import shock is very similar to the one of
import exposure. However, some German regions are less exposed when accounting for
exports. This finding is not surprising given that Germany is the only European economy
that could substantially increase its exports to China.

Figure 4.3 presents the spatial variation of both regional labor market frictions mea-
sures in the same year, namely 2002. The left panel shows the flow from unemployment
into “involuntary” employment with a temporary contract, and the right panel shows the
measure exploiting the flow from temporary employment into unemployment. France and
Spain are the most rigid with both measures, and all their regions are in one of the highest
two quintiles. This is not surprising giving that, as Bentolila and Dolado (1994) finds,
temporary contracts spread in both countries already in the 1980s. Generally, these two
countries are also considered to have more rigid labor markets within continental Europe.
Italy and the United Kingdom are medium rigid with both measures, though the South of
Italy is considered more rigid than the North, especially with the latter measure. The south
of Italy historically suffered from higher unemployment rates - which is often interpreted
as a sign of labor market frictions - compared to North Italy, hence suggesting that the
regional difference in labor market frictions is reflected in this sense as well. Germany,
somewhat surprisingly, is the least rigid in 2002, given that it was considered “‘sick man”

of Europe previous to the Hartz Reforms implemented between 2003 and 2005. Probably,
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Figure 4.3: Quintile distribution of regional labor market frictions measures 2002

RLMF (Involuntary UE to Temp. Job) in 2002 RLMF (Involuntary Emp to UE) in 2002

Quintiles Quintiles

Highest Quintile Highest Quintile
4th quintile 4th quintile
3rd quintile 3rd quintile
2nd quintile 2nd quintile
Lowest Quintile d Lowest Quintile

These maps shows the spatial variation of regional labor market frictions (RLMF) for the eight European
economies in the year 2002. The left panel shows the involuntary flow from unemployment (UE) into a
temporary job, whereas the right panel shows the flow in the opposite direction. Each NUTS 2 region is
sorted into one out of five quintiles, with darker colors indicating a higher degree of import competition
from China.

these measures are low because fixed-term contracts were not strongly used in Germany
before the labor market reforms, hence in- and outflow out of these contracts was low
compared to other countries. The main argument behind the lower values for Germany
compared to the United Kingdom seem to be that the reason for not having a permanent
job is that many temporary jobs are covering training periods in Germany, not because a
permanent job could not be found. For the second measure, the reason for being unem-
ployed during the interview is relatively more common in the United Kingdom than in
Germany, where the main reason is, by far, dismissal. Coinciding with previous research,
however, is the regional distribution of labor market frictions within Germany. Burda
(2006) finds that labor markets in East Germany do not adjust because they are more rigid

than in West Germany, which is reflected in both measures of labor market friction.

4.3 Analysis

This section presents three different identification approaches using instrumental variable
estimation for import exposure to Chinese imports, and acknowledge that its interactions
with labor market frictions are endogenous as well. The three different estimation strate-
gies differ in their way how to treat the interaction term. The first part explains how
these treatments differ. Subsequently, the paper reviews the results for all major sectors
of employment and the non-employment rates applying all three different identification
strategies. The sectoral differentiation helps in understanding the shifting mechanisms

induced by trade and whether labor market frictions exacerbate or mitigate these market
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forces. It discusses the conditional impact of regional trade exposure on manufacturing
employment shares in NUTS II regions first, as China’s supply-driven exports occur in
this sector. It then investigates other sectors of employment, namely (private) services,
construction and non-market services. Finally, the paper studies the two non-employment
options, namely unemployment and labor force participation. The results indicate that
public service employment absorbs most of the adverse shock on manufacturing, while
construction and the unemployment rate are unresponsive. The services sector tends to
absorb the trade shock as well, while the labor force participation rate is falling. However,

the estimates are estimated with noise.

4.3.1 Identification strategy

The instrument for the main effect, i.e. import competition per worker, was developed by
Autor et al. (2013). The authors exploit exports from China to other advanced economies
to explain US imports of Chinese imports in order to identify the supply-driven compo-
nent of Chinese goods’ penetration to the US. As this study focuses on a panel of countries
in Europe, European imports from China are explained using Chinese exports to the US
(and other high-income countries), similar to Colantone and Stanig (2017). Thus, this
paper’s identification strategy also constitutes a two-stage least squares (2SLS) similar to
most previous studies.

The main research question of this paper is to causally identify whether labor market
frictions conditions the response of labor market outcomes, especially with respect of
sectoral employment shares and wages. In order to determine whether labor market re-
sponses are idiosyncratic subject to different degrees of the use of temporary contracts in
the regional labor market, the estimation equation includes an interaction term between

the endogenous import competition per worker and labor market friction:

AYY =y, 4y, + BIAIPWEY 4 BoRLMF;, + B3 (AIPWEY x RLMF,) + X', @ +¢,;, (4.5)

where AY,’§ is the quinquennial change of either employment shares or log hourly wages
of the respective sector k in region r. The regional change in sectoral employment shares
or log wages are explained by regional differences in both import exposure per worker
(AIPWEY)Y and labor market frictions (RLMF).), their interaction, a set of controls and a
period fixed effect. In case of differences, five-year changes are used in the estimation,
while level variables, such as the measurement of regional labor market frictions and the
control variables, constitute beginning-of-period values. As argued in section 2.2, the
identification treats the modifying variable, i.e. regional labor market frictions, as exoge-
nous. To avoid any potential reverse causality caused by labor market developments due
to trade between China and European countries, the estimation strategy exploits initial

values for labor market friction. Beginning-of-period values help to circumvent this po-
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tential bias as labor market institutions are typically sluggish to adjust to market forces
such as trade.

The parameters of interest are B; for comparison with previous studies, B, to determine
the impact of the use of temporary contracts and B3 for the interplay of globalization and
labor market institutions, i.e. whether RLMF!, as the modifying variable reshapes the
impact of import exposure per worker on employment shares and wages. The expected
sign for 3 for manufacturing employment shares is negative, as other studies like in Au-
tor et al. (2013), Balsvik et al. (2015) and Donoso et al. (2015). For the other sectoral
employment shares, the sign is expected to be positive except for the workers entered
unemployment. However, as Curuk and Vannoorenberghe (2017) highlight occupational
proximity, the point estimate is expected to be larger for construction than services. The
coefficient B, for labor market frictions is assumed to be positive for sectors, where per-
manent employment is relatively more dominant compared to finite horizon contracts,
which - based on EU LFS data - are manufacturing, services and construction (in this
order). The point estimate of the interaction term, i.e. B3 is possibly negative for manu-
facturing, conditional on a high use of temporary contracts, the import shock allows firms
to adjust stronger in terms of employment. On the other hand, point estimates for the
other sectors are likely to be positive as the higher outflow of the manufacturing sector
may result in a stronger inflow of workers into unaffected sectors.

The vector of control variables X’,; encompasses start-of-period employment share or
log hourly wage of the respective sector k in order to account for regional convergence.
To account for further regional demographic characteristics, the vector of controls in-
cludes both the share of the population with tertiary education and percentage of women
in employment. Finally, Xu et al. (2019) show that the China shock operated partially
through housing markets and show that the impact is reduced by 20-30% accounting for
the amplification impact. Due to data constraints on regional house price developments
in European regions, the vector of controls accounts for geographic housing supply re-
strictions based on Saiz (2010). He identifies the steepness of terrain and water as major
constraints. Therefore, the vector of controls also includes the share of coarse fragments
as a proxy for the former and measures the latter exactly. The estimation equation con-
tains a period-fixed effect (y;) for the period prior and after China’s inclusion in the WTO,
i.e. before and after 2002, and a country-fixed effect (y;). Hence, identification relies on
within-period and within-country variation. Observations are weighted by their relative
size of the working-age population, and standard errors are clustered on the regional level.
The first out of three treatment methods of the endogenous interaction term (AIPWEY x
RLMF,;) follows the argumentation of Nizalova and Murtazashvili (2016) and Bun and
Harrison (2018). Both argue that, if the impact of the main endogenous regressor is con-
trolled for, then the interaction term can be treated as exogenous and its OLS estimator

is unbiased and consistent. In other words, if the estimation strategy applies the 2SLS
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approach for the constitutive term of the endogenous regressor, its interaction with the
modifying variable can be interpreted as any other OLS coefficient. Subsequently, this
paper refers to this treatment of the interaction term as the “OLS” estimates. Hence, the

first stage for the OLS estimation strategy takes on the following form:

ATPWEY =y, 4y + o AIPWYS + 0oRLMF;; + 03 (AIPWEY % RLMFy) 4+ X' T+ G,
(4.6)

which is analogous to Autor et al. (2013) with the modification of Colantone and Stanig
(2017) to use US imports of Chinese goods to explain regional import competition for
European labor markets. As standard, with the 2SLS, the other control variables, in this
case the vector of controls, regional labor market frictions and its interaction with EU im-
port competition. The OLS approach does not use US import exposure in the interaction
term as this variable can be interpreted as standard OLS coefficient in equation (4.5).

The second approach follows another approach by Bun and Harrison (2018) to treating
the endogenous interaction term, who were inspired by Kelejian (1971) to exploit a vector
of second-order polynomials as instruments. The authors argue that the previous litera-
ture focused on IV estimation of linear models, and hence this approach did not receive
much attention. This treatment of the endogenous interaction term implies two first-step

regression equations before estimating equation (4.5):

AIPWEY —y, 4y, + 1 AIPWYS + oRLMF,; + X', ® +Z' /¥ + %, and
(4.72)

AIPWEY 5 RLMF,; =y, 4+ Y. + 8; AIPWYS + 8,RLMF,; + X' ;Q+Z! . A +E,;, where
(4.7b)

Z,, =[RLMF? X" RLMF,; x X' . (4.7¢)

This approach does not require any external instruments for the interaction term, but re-
lies only on internal instruments. These are the square product of the modifying variable,
the squares of the control variables in the vector X’,; and their cross-products.® In the
following, this paper refers to this estimation approach as the “functional form” because
this instrument relies on polynomial approximation of the interaction term, i.e. it exploits
on the functional form of the interaction term.

The third approach follows an empirical application of Aghion et al. (2005), who instru-
ment for the endogenous constitutive term and the interaction term using the instrumental

variable itself and the interaction of the instrument with the conditioning variable, here re-

8 Bun and Harrison (2018) also include the product of the squared modifying variable with the control
variables, and the product of the square of all exogenous variables with the conditioning variable, but
are left out here.
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gional labor market frictions (RLMF'). This strategy, which will subsequently be referred
to as “IV” approach, also assumes that the interaction term is endogenous and requires it
to be instrumented, hence, like the “functional form”, resulting in two first-stage regres-

sions:

AIPWEY —y, 4y, + MAIPWYS + MRLMFy+
A3 (AIPWYS x RLMF,;) + X' ,T1 + w,,and (4.82)

AIPWEY 5 RLMF,; =Y, +Y. + T AIPWYS + 1) RLMF;, +
T3 (AIPWYS x RLMFy) + X' /X + p 1. (4.8b)

The correct interpretation of the interaction term is a crucial element of this paper, es-
pecially for policy recommendations based on the results shown in the next section. In
order to also gain graphical evidence on whether and how the impact of regional im-
port exposure from China on labor market outcomes in different sectors varies over the
whole distribution, this paper presents marginal effects plots based on Brambor et al.
(2005). In general, these plots are helpful because the point estimates may not be of
particular interest, instead the marginal effect of import exposure in equation (4.5), i.e.
(B1 + B3 X RLMF,,), is of interest. Marginal effect plots indicate how this marginal effect
changes over the distribution of the modifying variable, including the correct standard

errors for each point in the distribution of the modifying variable.

4.3.2 Employment

The empirical specifications outlined at the beginning of the section allow this paper to
determine the causal relationship between sectoral employment shares and both import
shocks and labor market frictions on a regional level for eight European economies. The
empirical findings help to answer the research questions laid out in the beginning: First,
whether and by how much manufacturing employment shares contract subject to higher
import competition as previous studies have shown. Second, if stronger local labor market
frictions mitigate or amplifies the adverse shock to the manufacturing, represented by the
point estimates of the interaction terms. To answer the third question, namely whether,
and if yes, which sector absorbs the negative impact on the manufacturing sector, the paper
conducts the same analysis for services, construction, private services, the unemployment
rate and labor force participation rate.

The remainder of this section presents the regression results for employment shares and
(log) hourly wages by sector with both indicators of regional labor market frictions and the

three different identification strategies, resulting in six estimation results for each sector.
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Marginal effects plots based on Brambor et al. (2005) complement the analysis because
only the point estimates do not provide enough information about the whole distribution
of the modifying variable if it is non-binary. Further, robustness checks exploiting net

imports and imports to other advanced economies validate the baseline results.

4.3.2.1 The decline of the manufacturing sector

Hanson and Robertson (2008) show that between 2000 and 2005 the share of manufactur-
ing accounted for 89% of China’s merchandise exports. Given it’s sharply rising exports
to advanced economies, the increasing import competition most likely affects the manu-
facturing sector directly. Table 4.2 illustrates that the import shock reduces manufacturing
employment in an economically and statistically significant way, the point estimates for
the second stage are shown in panel I. Column (1) indicates that an increase of $1,000,
with 2005 as the base year, in import exposure per worker over a five-year period reduces
the manufacturing employment share relative to the working-age population by 1.29 per-
centage points. However as Brambor et al. (2005) highlight, this coefficient is only true
if the modifying variable takes on the value zero. As both conditioning variables have
been standardized, this means that the reduction of the manufacturing employment share
by 1.29 percentage points occurs in regional labor markets with average labor market
frictions.

The average of all six point estimates is minus 1.04 percentage points. The sign is in
line with previous research and the subsequent assumption about the sign of 3; in equa-
tion (4.5). The size of the same parameter exceeds the point estimate of around .6 by
Autor et al. (2013, Table 3) for the United States. However, this is not surprising given
the sample of countries included in the study. Donoso et al. (2015) find significantly larger
impact on Spanish regional labor markets, with point estimates around two for Spain, and
Balsvik et al. (2015) find a point estimate of .78 for Norway. Further, though the results
are not directly comparable because these studies use growth rates instead of differences,
both Malgouyres (2017) for France and Federico (2014) for Italy find strong reductions
in manufacturing employment growth due to rising import competition from low-wage
countries.

Balsvik et al. (2015) and Donoso et al. (2015) argue that key differences in the magni-
tudes may be due to labor market institutions. Especially the latter argue that adjustment
in quantities is stronger in Spanish regions because in a rigid labor market adjustments
of demand shock are mainly remarkable in quantities, i.e. employment. The point es-
timates of the interaction support this view as all six of them are negative and with one
exception is statistically significant at the 5% level - again in line with our expectations
about B3 in equation (4.5). The negative coefficients imply that, conditional on a higher

labor market frictions, the contraction in manufacturing employment share due to higher
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import exposure is stronger. As Spain and France have more rigid labor markets, these
are the countries which are hit the strongest by supply-driven imports from China. On the
other hand, less rigid labor markets like Germany and the United Kingdom did not ex-
perience a statistically significant reduction in manufacturing employment shares as the
marginal effects plots in Figure 4.4 show. In the figure, both panels show that with lower
labor market frictions the impact on manufacturing employment is less pronounced and
possibly even insignificant.

Figure 4.4: Marginal Effects of Import Exposure per Worker on Manufacturing Employ-
ment conditional on Regional Labor Market Frictions

Marginal Effect of A IPW on Manufacturing Employment Share Marginal Effect of A IPW on Manufacturing Employment Share

/
/

Marginal Effect of Import Exposure per Worker

Marginal Effect of Import Exposure per Worker

| | ! !
0 2 3 4 5 El 0 2 3
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RLMF (Involuntary UE — Temp. Job) RLMF (Involuntary Emp - UE)

77777 95% Confidence Interval ————- 95% Confidence Interval

The marginal effects plots show the response of manufacturing employment per working age population to
Chinese import competition. The left panel uses the involuntary inflow from unemployment as a measure
of regional labor market frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the in-
voluntary outflow from temporary employment to unemployment (RLMF Involuntary Emp — UE). Results
are based on the IV treatment of the interaction, i.e. columns (5) and (6) of Table 4.2.

Panels II and III in table 4.2 shows the point estimates of the first-stage regressions.
As outlined above, all three different identification strategies only differentiate in their
treatment of the interaction term. Thus, all three approaches take into account that the
main effect, 1.e. import competition endogenous to (industry) demand for Chinese goods,
is endogenous. Hence, following Autor et al. (2013) the imports of European countries
from China is instrumented using US imports of Chinese goods. Panel II shows the point
estimates of import exposure using US for explaining import competition with European
imports. The range of the point estimates is between 0.01 and 0.02, and all of them are
statistically significant at the 1% level and the F-Statistic is above 10 in all six specifica-
tions. The coefficients are significantly smaller than in Autor et al. (2013) for the United
States, but are about half as large as those in previous studies focusing on Europe, may
it be cross-country studies like Colantone and Stanig (2017) or single-country studies as
Donoso et al. (2015). The lower estimates in the first stage are linked to the fact that the
paper exploits imports to a large economy, i.e. the United States, as an instrumental vari-
able for imports to smaller countries, especially Belgium, the Netherlands and Sweden.
The different treatments of the endogenous interaction term is visible in panel III of Table

4.2. The first two columns, which represent the “OLS” approach, show the results as-
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suming that the interaction term can be treated as exogenous because the main effect has
been taken account for. Hence, only one first stage exists for this identification strategy
and panel III is empty. Columns (3) and (4) reflect the “functional” estimation method,
which acknowledges that the interaction term is endogenous. Bun and Harrison (2018)
propose a vector of second-order polynomials as instruments for the interaction term as
it constitutes a non-linearity in itself. Because this vector is quite extensive and does not
contain any economically meaningful information for the first stage, panel III only reports
the R? and the F-Statistic, which are below 10 in both cases. This is largely due to the
introduction of country-fixed effects, which limit the variation, and the large second-order
polynomial of control variables used as instruments. However, as the interaction term it-
self, or rather its functional form, gives rise to this estimation approach, the typical value
of 10 does not hold. Finally, the only specification where the interaction term is insignifi-
cant on conventional levels is Column (4), specifically where the R? is by far the lowest.

The last two columns show the results for the preferred specification, i.e. the “IV” ap-
proach, which instruments for the interaction term using the product of the instrument of
the main effect and the conditioning variable. In this case, these are US imports from
China and the measure for regional labor market frictions. The IV approach of the in-
teraction terms constitutes the preferred specification, hence Figure 4.4 shows the results
based on this estimation method. The point estimates are statistically significant at the
1% level and are about double the magnitude compared to the point estimates for the first

stage of the main effect in Panel II. The F-Statistics exceed 50 and 174, respectively.

4.3.2.2 Noisy response of the services sector

The natural question following from the result of an adverse impact on manufacturing
employment is what happens to displaced workers. They can potentially enter either em-
ployment in other sectors, become unemployed or leave the labor force altogether. Theo-
retically, Caliendo et al. (2019) argue that other sectors such as services and construction
profit from the trade shock due to cheaper intermediate inputs from China, which should
lead to a rise in employment in these sectors. However, the empirical evidence is mixed.
Autor et al. (2013) find no change in non-manufacturing employment, instead unemploy-
ment rises due to higher import competition from China. Balsvik et al. (2015) find that
employment in “other” sectors rises slightly, but find that the largest increase occurs in
unemployment. Donoso et al. (2015) find an increase in employment related to construc-
tion and services related to it. For Denmark, Keller and Utar (2016) find that mid-skilled
workers in manufacturing reallocate to either high-skilled or low-skilled service jobs after
a trade shock, contributing to the polarization of labor markets.

Keeping in mind the timing of the rise of the service sector documented in the descrip-

tive statistics in Table 4.1, it seems improbable that the service sector absorbs displaced
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workers from manufacturing after the rise in Chinese import competition. Instead, Autor
and Dorn (2013) highlight the ongoing polarization of labor markets in the US, especially
in the service sector, but they argue that both consumer preferences favoring variety and
cheaper automation technology are the main drivers. These determinants hold particularly
for low-skilled jobs, while Buera and Kaboski (2012) emphasize the role of education and
the returns to skill for high-paid jobs in services, which were crucial to the rise of this sec-
tor. Further, as mentioned previously, the rise in female labor market participation lead to
an increase in the share of service employment in advanced economies.

Table 4.3 displays the estimation results for the services sector, i.e. how employment in
services relative to the working-age population responds to the import shock conditional
on local labor market frictions. The point estimates change signs and mostly vary around
zero ranging from -.24 to .33 in five out of six specifications. These five point estimates
are statistically insignificant on conventional levels. Only in Column (3) the point esti-
mate is positive, large and statistically significant at 5%. Unsurprisingly, the values of
F-Statistics and point estimates of the instrument for the main effect are similar or even
slightly higher in Table 4.3 compared to 4.2 for manufacturing.

All point estimates of the interaction terms are positive, but only two of them are sta-
tistically significant. The marginal effects plots in Figure 4.5 show the importance of
meaningful standard errors if the modifying variable is non-binary. Even though the in-
teraction term in Column (6) is statistically significant at 5%, this does not translate into
a statistically significant effect across the whole distribution of the measure of regional
labor market frictions. The lack of a response in services to trade shocks (at least with
low-wage countries) supports the notion that other drivers, such as rising skills and de-

creasing automation costs, are important determinants of the rise of the service sector.

Figure 4.5: Marginal Effects of Import Exposure per Worker on Services Employment
conditional on Regional Labor Market Friction

Marginal Effect of A IPW on Services Employment Share Marginal Effect of A IPW on Services Employment Share

\
1
Marginal Effect of Import Exposure per Worker
|
|
|
Marginal Effect of Import Exposure per Worker

RLMF (Involuntary UE - Temp. Job)

77777 95% Confidence Interval

RLMF (Involuntary Emp - UE)

77777 95% Confidence Interval

The marginal effects plots show the response of service employment per working age population to Chinese
import competition (A IPW). The left panel uses the involuntary inflow from unemployment as a measure
of regional labor market frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the in-
voluntary outflow from temporary employment to unemployment (RLMF Involuntary Emp — UE). Results
are based on the IV treatment of the interaction, i.e. columns (5) and (6) of table 4.3.
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4.3.2.3 No absorption by the construction sector

The subsequent option for the absorption of the trade shock is the construction sector.
Caliendo et al. (2019) argue that the service sector is more important than the construc-
tion sector for the absorption of the trade shock in the United States. The importance of
the construction sector is shown by Charles et al. (2016) and Donoso et al. (2015), The
former argue that the rise in construction masked the decline of manufacturing employ-
ment in the United States, especially for low-skilled workers, while the latter shows that
construction experience a large expansion during the decline of manufacturing in Spain.
Further, Curuk and Vannoorenberghe (2017) point out that occupational similarity and
regional proximity matter for labor reallocation. Regional proximity is typically given for
both the services and the construction sector as they constitute non-tradable sectors and
hence locate close to their customers due to high transportation costs. However, using job
flows in Sweden Neffke and Henning (2013, Fig. 1) show that occupational similarity
between manufacturing and construction is higher than between the former and services.
The findings in this study do not corroborate the findings of Charles et al. (2016) and
Donoso et al. (2015) on a European level. Again remembering the summary statistics in
Table 4.1, this does not come surprising as there was no substantial difference in the in-
crease of the construction sector before and after China entered the WTO in 2001. Table
4.4 shows the results for the construction sector using the three different treatments of
the interaction terms and the two measures of regional labor market frictions. The point
estimates of the main effect, i.e. import competition from China, are largely negative and
range between -.27 and .09. Only the former is statistically significant at the 10% level,
the other five parameters are statistically insignificant. Analogous to the results of the first
stages for manufacturing and the services sector, the point estimates for the instrumental
variable shown in Panel II are about .02, and the F-Statistics always exceed 10.
The interaction terms are also largely negative, and in three out of these five specifica-
tions statistically significant on conventional levels. The only specification, where it is
positive, is Column (3), i.e. the functional approach using the involuntary inflow from
employment to unemployment as the measure for regional labor market frictions. Coin-
cidentally, this is the same specification, for which the point estimate of the main effect
is positive. The estimation results provide evidence that the construction sector does not
absorb the adverse impact of the trade shock on the manufacturing sector, independent
of the level of regional labor market frictions. Figure 4.6 show this very clearly. The
right panel does not show any significant impact on construction employment across the
whole distribution, the left panel even predicts a negative impact of the trade shock on
construction employment.

These findings about the construction sector can still be in line with the argument by

Xu et al. (2019) that the import shock operates partly through the housing market and
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Figure 4.6: Marginal Effects of Import Exposure per Worker on Construction Employ-
ment conditional on Regional Labor Market Friction

Marginal Effect of A IPW on Construction Employment Share Marginal Effect of A IPW on Construction Employment Share
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The marginal effects plots show the response of construction employment per working age population to
Chinese import competition (A IPW). The left panel uses the involuntary inflow from unemployment as a
measure of regional labor market frictions (RLMF Involuntary UE — Temp. Job), while the right panel
uses the involuntary outflow from temporary employment to unemployment (RLMF Involuntary Emp —
UE). Results are based on the IV treatment of the interaction, i.e. columns (5) and (6) of table 4.4.

the findings by Donoso et al. (2015) and Charles et al. (2016). Either, the rise in import
competition from China is not directly related to the house price developments and the
demand for construction employment, or the import shock occurred simultaneously to a

financial shock in the form of credit supply or speculative bubbles.

4.3.2.4 Shock Absorption by Public Service Sector

This non-significant results might be explained by the focus on private services employ-
ment. For the United States, Caliendo et al. (2019) show that, apart from “Other Services”,
education and health are contributing most to employment gains in non-manufacturing,
which are typically considered as non-market services in most European countries. There-
fore, this section investigates whether a similar response takes place in the economies sub-
ject to investigation, i.e. whether public services absorb the adverse impact of the import
shock on the manufacturing sector.

Table 4.5 presents the estimation results in the same fashion as above for manufacturing,
(private) services and construction. All of the six specifications exhibit positive coefficient
estimates of the main effect, i.e. given average regional labor market frictions, and four
of them are statistically significant at least at the 10% significance level. These findings
support the notion that public service employment tends to absorb the adverse impact of
the trade shock on the manufacturing sector. Non-market services encompass education
and health, and thus the findings here for eight European countries support the notion by
Caliendo et al. (2019) that these sectors absorb the trade shock. Both panels in Figure 4.7
support this notion across most of the distribution of regional labor market frictions with

meaningful standard errors included.
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Figure 4.7: Marginal Effects of Import Exposure per Worker on Public Services Employ-
ment conditional on Regional Labor Market Friction

Marginal Effect of A IPW on Public Services Employment Share Marginal Effect of A IPW on Public Services Employment Share
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The marginal effects plots show the response of construction employment per working age population to
Chinese import competition (A IPW). The left panel uses the involuntary inflow from unemployment as a
measure of regional labor market frictions (RLMF Involuntary UE — Temp. Job), while the right panel
uses the involuntary outflow from temporary employment to unemployment (RLMF Involuntary Emp —
UE). Results are based on the IV treatment of the interaction, i.e. columns (5) and (6) of table 4.4.

4.3.2.5 Non-employment alternatives

As argued above, displaced manufacturing workers have three broad options after losing
employment induced by rising import competition. Besides working in another sector,
two non-employment responses are possible. First, they can be unemployed and seek re-
entering the labor force. Dauth et al. (2017) show that the rise in service employment in
Germany comes from re-entrants, i.e. former employees in the manufacturing sector first
entered unemployment and then re-entered the service sector. The second alternative is
exiting the labor force, which is more likely to be an option for older workers who are
close to retirement and simply advance it. Autor et al. (2013) find that the trade shock
affects both non-employment options, namely that the unemployment rate is rising and
that labor force participation is falling. Neither any of the two single-country studies, i.e.
Balsvik et al. (2015) for Norway and Donoso et al. (2015) for Spain, fully confirm the
results. The former finds an increase in unemployment, especially for low-skilled work-
ers, and no significant change in labor force participation. The latter even finds a negative
impact of the trade shock on the unemployment rate, though estimated with noise, and
also no effect on the labor force participation rate.

Tables 4.6 and 4.7 show the estimation results for the unemployment rate and the labor
force participation rate, respectively. The results support the findings by Donoso et al.
(2015), i.e. the point estimates are all negative and, with one exception in Column (3), all
statistically insignificant. This non-response is independent of the level of labor market
frictions as indicated by the interaction terms, i.e. the unemployment rate never reacts in
a statistically significant way. The sign of the point estimates of the interaction terms dif-

fers, two are positive and four are negative. However, the interaction terms are, again with
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one exception in Column (4), estimated with noise. Figure 4.8 depicts the marginal ef-
fects plots using the preferred estimation method, i.e. the “IV” approach of the interaction
term. In both cases, the meaningful standard errors are so large that the unemployment
rate is never statistically significant across the whole distributions of either measure of
regional labor market frictions, even though the estimated signs of the interactions terms
differ.

Figure 4.8: Marginal Effects of Import Exposure per Worker on Public Services Employ-
ment conditional on Regional Labor Market Friction

Marginal Effect of A IPW on Unemployment Rate Marginal Effect of A IPW on Unemployment Rate
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The marginal effects plots show the response of the unemployment rate to Chinese import competition (A
IPW). The left panel uses the involuntary inflow from unemployment as a measure of regional labor market
frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the involuntary outflow from
temporary employment to unemployment (RLMF Involuntary Emp — UE). Results are based on the IV
treatment of the interaction, i.e. columns (5) and (6) of table 4.6.

The second non-employment alternative is dropping out of the labor force. For the two
single-country studies in Europe there was no significant effect on the labor force partici-
pation rate. The estimation results in Table 4.7 support these findings. The point estimates
of the main effect, conditional on average regional labor market frictions, are ranging be-
tween -.91 and .09, and are always estimated with noise. This is in line with expectations
and that some displaced workers are advancing retirement. The non-employment alterna-
tive of dropping out of the labor force is more likely for older workers, which is why the
estimated effected may be insignificant due to the lack of age information in the data. As
with all other specifications, the coefficients of US imports from China in the first stage
are around .02, statistically significant and the F-Statistics exceed 10.

The interaction terms using either measure of regional labor market frictions are negative
in five cases, indicating that a higher difficulty to re-enter employment (under a perma-
nent contract) provides more reason to drop out of the labor force, and in the case of older
displaced workers to advance retirement. However, only one of the five coefficients of
the interaction term with a negative sign is statistically significant, the remaining ones
are estimated with noise similar to the one with a positive sign. However, the left panel
of Figure 4.9 shows the marginal effects plot where the interaction term is negative and

statistically significant at the 5% level, i.e. Column (6) of Table 4.7. Yet, the meaningful
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standard errors indicate that the labor force participation rate never show a significant re-
sponse across the whole distribution of regional labor market frictions. This conclusion

also holds for the second measure of regional labor market frictions in the right panel.

Figure 4.9: Marginal Effects of Import Exposure per Worker on Public Services Employ-
ment conditional on Regional Labor Market Friction

Marginal Effect of A IPW on Labor Force Participation Rate Marginal Effect of A IPW on Labor Force Participation Rate

Marginal Effect of Import Exposure per Worker
Marginal Effect of Import Exposure per Worker

o 1 2 3 4 5 Kl o 1 2 3 4 5
RLMF (Involuntary UE - Temp. Job) RLMF (Involuntary Emp - UE)

77777 95% Confidence Interval ————- 95% Confidence Interval

The marginal effects plots show the response of the unemployment rate to Chinese import competition (A
IPW). The left panel uses the involuntary inflow from unemployment as a measure of regional labor market
frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the involuntary outflow from
temporary employment to unemployment (RLMF Involuntary Emp — UE). Results are based on the IV
treatment of the interaction, i.e. columns (5) and (6) of table 4.7.

4.3.3 Wages

Besides employment shares per working-age population, wages are another area how em-
ployers can adjust to an adverse trade shock. Due to probable changing workforce com-
positions in all sectors, the results of this section need to be interpreted cautiously. For
the United States, Autor et al. (2013) find an adverse impact of Chinese import competi-
tion on manufacturing wages despite an upward bias on wages as low-skill manufacturing
workers are more prone to lose employment. Using the same empirical estimation strat-
egy as for the employment response, now this study exploits the quinquennial changes in
log hourly wage of the same sectors as dependent variables. Given that this paper can-
not determine which groups of workers are more hit by the rising Chinese exports, the
bias can go in both directions. However, the standard results from empirical studies is
that demand for low-skilled workers falls with rising imports from low-income countries.
Hence, an upward bias is also likely to be prevalent in these estimation results.

Analogous for the employment response, Figures 4.10 to 4.13 show the marginal effects
plots based on the IV estimates for the three sectors manufacturing, (non-public) ser-
vices, construction and non-market services. The results with the other two estimation
approaches, i.e. the OLS and the functional approach, yield very similar outcomes and
are shown in Tables 4.B1 to 4.B4 in the appendix. Figure 4.10 shows a slight upward

trend in log hourly wages if labor market frictions are higher, i.e. also when the loss in
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manufacturing employment is larger. This would be in line with previous findings, that
the adverse trade shock affects low-skilled workers stronger. However, there is no statisti-
cally significant impact on manufacturing wages across the whole distribution of regional
labor market frictions. Log hourly wages in the services and in the construction sector
also seem to rise with labor market frictions, but are hardly statistically significant at the

5% significance level.

Figure 4.10: Marginal Effects of Import Exposure per Worker on Manufacturing Wages
conditional on Regional Labor Market Frictions

Marginal Effect of A IPW on Manufacturing Log Hourly Wage Marginal Effect of A IPW on Manufacturing Log Hourly Wage
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The marginal effects plots show the response of manufacturing hourly wages to Chinese import competition
(A TPW). The left panel uses the involuntary inflow from unemployment as a measure of regional labor
market frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the involuntary outflow
from temporary employment to unemployment (RLMF Involuntary Emp — UE). Results are based on the
IV treatment of the interaction, i.e. columns (5) and (6) of table 4.B1.

Figure 4.11: Marginal Effects of Import Exposure per Worker on Services Wages condi-
tional on Regional Labor Market Frictions

Marginal Effect of A IPW on Services Log Hourly Wage Marginal Effect of A IPW on Services Log Hourly Wage
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The marginal effects plots show the response of service hourly wages to Chinese import competition (A
IPW). The left panel uses the involuntary inflow from unemployment as a measure of regional labor market
frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the involuntary outflow from
temporary employment to unemployment (RLMF Involuntary Emp — UE). Results are based on the IV
treatment of the interaction, i.e. columns (5) and (6) of table 4.B2.

Figure 4.13 illustrates the wage response of non-market services to the import shock

conditional on the level of regional labor market frictions. Despite the absorption of
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Figure 4.12: Marginal Effects of Import Exposure per Worker on Construction Wages
conditional on Regional Labor Market Frictions

Marginal Effect of A IPW on Construction Log Hourly Wage Marginal Effect of A IPW on Construction Log Hourly Wage
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The marginal effects plots show the response of construction hourly wages to Chinese import competition
(A TPW). The left panel uses the involuntary inflow from unemployment as a measure of regional labor
market frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the involuntary outflow
from temporary employment to unemployment (RLMF Involuntary Emp — UE). Results are based on the
IV treatment of the interaction, i.e. columns (5) and (6) of table 4.B3.

the trade shock in terms of employment, there is no visible reaction in terms of wages,
independent of the level of labor market frictions. Two potential explanations are possible.
First, there might be a downward bias of wage in public services, especially if less-skilled
workers enter this sector after displacement in the manufacturing sector. The second
explanation is that public wages are independent of local shocks, and rather subject to
national developments.

Figure 4.13: Marginal Effects of Import Exposure per Worker on Public Services Wages
conditional on Regional Labor Market Frictions
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The marginal effects plots show the response of construction hourly wages to Chinese import competition
(A TPW). The left panel uses the involuntary inflow from unemployment as a measure of regional labor
market frictions (RLMF Involuntary UE — Temp. Job), while the right panel uses the involuntary outflow
from temporary employment to unemployment (RLMF Involuntary Emp — UE). Results are based on the
IV treatment of the interaction, i.e. columns (5) and (6) of table 4.B4.

The difference in wages in manufacturing compared to Autor et al. (2013) can have
three different reasons. First, this paper uses log hourly wages instead of log weekly

wages, which can lead to differences in results due to hours worked per week. Second,
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wage cuts are much less frequent in Europe compared to the United States. Downward
nominal rigidity is typically not comparable over countries due to different data, esti-
mations and time periods used, but Holden (2004) and references therein argue that the
requirement of mutual consent for wage cuts is not given in the United States, which in-
creases the occurrence of wage reductions considerably. Third, the upward bias could
stronger in Europe, which is the case if increased import competition affects low-skilled
workers in Europe more adversely than in the United States.

The combination of the employment effects being larger for Europe - even with average
labor market frictions - compared to the findings by Autor et al. (2013) and no negative
impact on log hourly wages in seems to point at the second explanation. This indicates
that employers in the United States can adjust in terms of both employment and wages,
while employers in Europe have to adjust more in terms of employment due to stronger
downward nominal wage rigidity and the lesser extent of acceptance of wage cuts. How-
ever, more detailed data on employment losses across different skill groups is necessary

and requires more detailed data on skill type and hours worked.

4.3.4 Robustness analyses

The robustness analysis of this paper focuses on the results for employment shares be-
cause the results for wages are not statistically significant. To test for the validity of the
baseline results shown above, this paper applies sensitivity analyses that are similar to
those of previous studies, such as Autor et al. (2013) and Colantone and Stanig (2017).
They mainly focus on various modifications to the definition of the regional trade shock
described in equations 4.1 and 4.2. Tables 4.C1 to 4.C6 in the appendix exploit net im-
ports from China instead of realized imports in order to account for potential gains from
exports, which were highlighted by Feenstra and Sasahara (2018), especially for the ser-
vice sector. The point estimate of the constitutive term of the trade shock per worker,
which measures the impact on manufacturing employment conditional on average labor
market friction, drops slightly (to .99 on average) in this robustness analysis. This does
indicate gains from exports to China in terms of manufacturing employment. However,
only Germany experiences a rise in exports of manufacturing goods to China over the
time horizon under scrutiny, which is an alternative to the findings by Dauth et al. (2017).
The point estimates of the other variables of interest are largely unchanged. Further, the
F-Statistic for all first-stage regressions is still very high and the explained variation of
the instrumented variable always exceeds 67%.

For the services and the construction sector, the results are qualitatively unaltered. All six
specifications exhibit noisy estimates of the import shock on services employment share
conditional on average labor market friction. This is not necessarily contradictory to the

findings of Feenstra and Sasahara (2018) as other advanced countries probably constitute
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the destination of US service exports. For the construction sector, the average of the point
estimates - given the mean use of temporary contracts - rise compared to the baseline
results and equal the losses in the manufacturing (in absolute terms). The estimates for
the interaction terms are more noisy in some cases, but are qualitatively unchanged with
one exception. Similar to the manufacturing sector, all first stage regressions exhibit large
F-values and explain the variation of both the EU net import shock and its interaction with
labor market frictions well.

The second modification to the instrument of the import shock with bilateral trade data
between the European economies and China is to use import data of other advanced
economies, excluding the US. As previous research, this paper undertakes this sensitiv-
ity analysis for two reasons. First, because Chinese exports to the US might have been
different compared to other advanced economies, and second because US imports from
China were much larger in the period under consideration, which would yield - by def-
inition - very similar results to the baseline approach. The results for all sectors and
non-employment alternatives displayed in the appendix, i.e. in Tables 4.D1 to 4.D6. In
this case, over all six specifications, the average decline of manufacturing to a $ 1,000 rise
in import competition from China is equal to 1.01, conditional on average labor market
friction. This value is just in between the baseline analysis and the previous sensitivity
analysis with net imports. The point estimates of the constitutive term of import exposure
for the service sector are also slightly increasing relative to the benchmark results, and
now three out of six specifications exhibit statistical significance on at least one of the
conventional levels. The point estimates for the construction sector, on the other hand,
are unchanged compared to the baseline results discussed above. For all estimations,
regardless of the sector and the identification strategy, the conditional responses are quali-
tatively unchanged, as well as the instruments are also considered strong for all first-stage

regressions.

4.4 Conclusion

This study builds on the notion of previous studies that the quantitative adjustment in the
employment share of the manufacturing sector may differ with institutional labor market
settings. Based on the same literature, this paper applies an instrumental variable estima-
tion approach to measure the supply-driven import exposure to Chinese goods of regional
labor markets in eight European economies. It then investigates the conditional response
of employment shares in manufacturing to labor market frictions. The study introduces
two measures of regional labor market frictions building on the idea that temporary con-
tracts are more common in rigid labor markets as the costs associated with permanent
contracts are too high. Both indicators exploit the flow between involuntary temporary

jobs and unemployment, one for each direction. The identification strategy accounts for
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the idea that the conditional response, i.e. the interaction term of regional import exposure
and labor market frictions, is endogenous as well and applies three different estimation
approaches. Further, it extends the analysis to other sectors of employment, namely ser-
vices, construction and non-market services, and to both the unemployment and labor
force participation rate.

The results confirm the idea that labor market frictions exacerbate the magnitude of the
impact of the trade shock on job losses in the manufacturing sector. In other words,
with a higher adoption rate of temporary contracts due to high labor market frictions,
employment shares in manufacturing decline even stronger when facing an adverse trade
shock. Especially in more frictional labor markets, where the decline in manufacturing
is stronger, it is important to determine what happens to displaced workers. The services
sector only shows a noisy increase in employment shares relative to the import shock,
whereas the construction sector is unresponsive to the trade shock. Instead non-market
services, which includes health and education, absorbs the adverse impact. Considering
non-employment alternatives, the unemployment rate does not rise across Europe due to
the trade shock. If anything, its response is negative. The labor force participation rate
tends to fall with rising competition from China, and is also exacerbated with labor market
frictions. Probably, older workers advance retirement and exit the labor force. However,
the results are estimated with noise and to verify this hypothesis would require more de-
tailed data.

In all sectors, wages do not respond to import competition from China irrespective of
the level of labor market frictions. Downward nominal wage rigidity is a potential ex-
planation for these observations, in particular for the manufacturing sector because it is
adversely affected by the trade shock. This could explain the stronger response of employ-
ers in terms of employment across Europe relative to the United States. The findings in
this study for Europe of no rising wages in non-manufacturing sectors provides evidence
against the “option value” in Artug et al. (2010), where workers in the import-competing
sector can benefit from liberalization due to rising real wages in other sectors than manu-
facturing.

Policymakers should try to reduce the adverse impact of trade shocks from low-wage
countries on manufacturing by reducing labor market frictions. When considering the
adoption of temporary contracts, several options are available: First, employment pro-
tection for temporary workers could be raised again, which, as theory suggests, would
probably be associated with a loss in overall employment rates. Second, a reduction in
the employment protection of permanent contracts, which would raise uncertainty on the
worker’s side. A third option is a wage premium for temporary contracts due to higher
uncertainty and flexibility, which would also reinforce the original idea of temporary con-
tracts, namely to allow firms to adjust to demand shocks. The policy needs to be well

designed such that entrance for groups who use temporary contracts to get access to the
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labor market, such as young and returning workers, is not jeopardized.

Finally, to account for the losers of adverse trade shocks, policymakers have two main op-
tions. First, moving subsidies and retraining. Dix-Carneiro (2014) shows for Brazil that
the former is more relevant than the latter. However, the question is whether this holds for
Europe or the United States given the structural changes in terms of employment struc-

tures in advanced economy, in particular the rise of the service sector.
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4.A Manufacturing Subsectors

Table 4.A1: Manufacturing subsectors for trade exposure

NACE Industry Description

DA Manufacture of food products, beverages and tobacco

DB Manufacture of textiles and textile products

DC Manufacture of leather and leather products

DD Manufacture of wood and wood products

DE Manufacture of pulp, paper and paper products; publishing and printing
DF Manufacture of coke, refined petroleum products and nuclear fuel
DG Manufacture of chemicals, chemical products and man-made fibers
DH Manufacture of rubber and rubber products

DI Manufacture of other non-metallic mineral products

DJ Manufacture of basic metals and fabricated metal products

DK Manufacture of machinery and equipment n.e.c.

DL Manufacture of electrical and optical equipment

DM Manufacture of transport equipment

DN Manufacture n.e.c.
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4.B Regression Results Log Hourly Wages
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Chapter 5

General Conclusion

This dissertation presents three essays at the intersection of labor economics and macroe-
conomics. It shows that macroeconomic events and developments have substantial impact
on labor market outcomes of workers. The first two essays tackle widely discussed trends
in advanced economies, namely globalization of goods and automation of routine labor.
The former gained importance in the public and academic debate with the rise of China in
global commodity markets since its entry to the WTO in 2001, while the latter is a more
gradual process due to increasingly declining costs for ICT capital. These two essays also
take on a regional perspective and determine how these macroeconomic developments
differ across space. The first and third essay also consider institutional settings and how
they affect labor market outcomes. The first essay exploits involuntary labor reallocation
in and out of temporary employment, which is likely due to high employment protection
for permanent contracts. The third essay examines the impact of institutional settings, in
particular the wage bargaining regime and family policy, on two different components of

the gender wage gap.

Chapter 2 explores the impact of labor market polarization, triggered by rising automa-
tion of routine-intensive tasks, on intergenerational mobility. The essay first builds an
overlapping generations model with spatial heterogeneity and the task framework with
three occupations, and it provides multiple predictions with respect to educational choice
and intergenerational elasticity by parental background and upward mobility for children
from low-income parents. Falling (computer) capital prices serve as an exogenous shock
in the model. As educational choice depends on parental bequests and future wage ra-
tios, children whose parents work in either manual or abstract occupations, increasingly
tend to choose the education which allows them to enter the same occupation as their
parents. The opposite holds for children whose parents work in routine occupations as
the demand for routine employment falls with rising automation. The different rates of
cross-generational transitions in occupations imply distinct patterns in intergenerational
elasticity. For children with parents in manual and abstract occupations, the decrease
in transitions entails higher intergenerational elasticity, whereas it implies lower one for

children with parents in routine occupations. Ultimately, the model predicts lower upward
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mobility for children from low-income families.

The essay tests the model predictions with various data sources for the United States. Ed-
ucation polarization of young labor market entrants increases over time, and the strongest
rise coincides with the timing of the IT revolution, i.e. between 1990 and 2000. Family
premia for various educational levels based on PSID data indicate that especially children
of parents with a college degree also tend to get a college degree. The essay also investi-
gates intergenerational mobility with the PSID, and confirms the pattern predicted by the
model. The pattern arises over time, which is particularly driven by declining and rising
elasticity for children from parents with routine and abstract occupations, respectively.
Finally, the empirical evidence also supports the model prediction for upward mobility
of children from low-income families on the commuting-zone level using an instrumental
variable estimation strategy. The instruments are historical (log) density and routine em-

ployment, which are based on the model and previous literature.

The results of the first essay pose multiple research questions. What is the impact on tu-
ition fees on college education and dropouts? The first relates to the choice to start college
education, the latter refers to finishing college, which might not be possible due to a lack
of ability or struggling finances. How reliable are college gradients for predicting future
upward mobility if the overall society is upskilling and high college dropout rates as in
the United States? In terms of external validity, similar studies for European countries
are possible, where regional differences in labor market polarization and upward mobility
are also likely to occur. The main difference between the United States and continental
Europe are much lower costs for tertiary education in the latter, and even general finan-
cial support for tertiary education in Scandinavian countries. Therefore, labor market
polarization might not have the same detrimental impact on intergenerational elasticity or

upward mobility in Europe.

Chapter 4 investigates whether labor market frictions impact the response to Chinese im-
port competition on the regional level in eight European countries. It exploits involun-
tary reallocation in and out of temporary employment to measure regional labor market
frictions. The essay’s first main finding shows that labor market frictions exacerbate the
detrimental impact of Chinese exports on manufacturing employment. In other words, the
stronger labor market frictions are, regardless of their measure and the treatment of the in-
teraction term due to its endogeneity, the stronger the decline in manufacturing workers.
In order to understand what employment or non-employment alternatives the displaced
workers choose, the essay repeats the same analysis for other sectors of economic activ-
ity, the unemployment rate and the labor force participation rate. The second main finding

of the essay is that public services tends to absorb the adverse impact on the manufactur-
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ing sector.

The second essay also provides both policy advice and further research questions. The
main policy recommendation refers to the reduction of labor market frictions, which al-
lows for labor reallocation of workers face to shocks. The design of these policies needs
to ensure that it does not hurt a specific group such as young labor market entrants or
returning workers. Further, both moving subsidies and retraining are potential candidates
to enable workers to cushion the adverse shock. In terms of future research based on
this, other labor market settings can be investigated, e.g. the wage bargaining regime. As
wages are unresponsive to Chinese import competition, manufacturing employment could

adjust stronger if collective bargaining is more centralized.

Chapter 3 examines how firms contribute to the gender wage gap in the form of firm-
specific pay differentials for 21 European countries across 12 years. It decomposes this
differentials into a within- and a between-firm component, and shows that both are nearly
equally important for the full sample in 2014. The former component, however, is mainly
responsible for the slow decline in the gender pay gap between 2002 and 2014, whereas
the latter is driving the well-known increase in the pay gap across the life cycle. It rises
in particular after family formation, and does not decrease thereafter. The essay asso-
ciates each component with different institutional settings: the within-firm component
with collective bargaining regimes, and the between-firm component with family policy.
The paper does not claim any causal evidence, but suggests that the within-firm gender
wage gap does not fall with more centralized wage bargaining even though an extensive
literature has shown that it reduces overall wage inequality. Finally, higher family various
indicators of family policy, e.g. spending in services, higher enrolment in pre-education
programs and length of maternity leave, seem to have an impact on the gender wage gap.
While the first two reduce the gender wage gap for multiple age groups after family for-
mation, i.e. after 30 to 39, the latter raises it. Importantly, the essay does not find a similar

impact on the youngest age group.

The policy suggestions from our findings are quite obvious based on the findings relating
to institutional settings. Family policy has the potential to reduce the strong rise of the
gender wage gap across the life cycle. However, the findings from this part of the analysis
are tentative and more research on the impact on family policy is required, especially due
to its complexity. One interesting aspect is paternity leave, which lacks extensive applica-
tions, and therefore thorough research. However, the paper also offers various questions,
especially related to spatial heterogeneity. Do women tend to work in different firms both
in cities and more rural areas? Is the rise in the gender wage gap - in total or driven by the
between-firm component - after family formation similar across locations? As cities offer

more service-intensive jobs, this might have an impact on the gender wage gap across the
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life cycle.

Overall, the intersection of labor economics and macroeconomics is multi-faceted and
offers many interesting research questions. While this dissertation focuses mainly on la-
bor market outcomes of workers and young labor force entrants, it disregards adjustment
processes of firms to macroeconomic developments. Further, the paper largely focuses
on long-term developments, whereas crises tend to be catalysts for faster structural trans-
formation. More disaggregated data in the form of labor force surveys, vacancy postings,
and both administrative and matched employer-employee data sets allows researchers to
better understand how both long-term trends and macroeconomic shocks affect labor mar-
ket outcomes. In the future, the spatial perspective will gain importance for research at

the intersection of labor economics and macroeconomics.
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