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“The oceanographic and hydrogeological communities should recognize the 

local and global importance of SGD and work together to achieve a better 

understanding of processes that control SGD and its constituents.” 

Willard S. Moore, 2010. 

 

- 

 

“The modeler, as an artist, must determine which aspects of the natural 

process are important, and must be sure that these aspects are simulated 

correctly in the model” 

 

Hugo B. Fischer, 1979. 
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Summary 

Submarine groundwater discharge (SGD) is crucial for the nutrient budgets of coastal areas 

and global oceans. However, its role in the function of coastal ecosystems is still poorly 

characterised. This study aimed to (1) investigate the effect of nutrient fluxes from submarine 

groundwater discharge on Irish coastal ecosystems hosting aquaculture activities and (2) 

determine how this effect vary during the year, to (3) assess the value of SGD for coastal areas 

hosting aquaculture activities.  

Two sites of contrasting hydrogeology and depth were selected to represent the two extreme 

ranges of the effect of SGD on coastal ecosystems: Kinvarra Bay, a shallow bay connected to a 

productive aquifer of karstic limestone, and Killary Harbour, a fjord fed by rivers and surrounded 

by an unproductive aquifer, mainly of impermeable sandstone. Radium isotopes, radon, 

nutrient, salinity, dissolved oxygen, temperature data and other water chemistry parameters 

were collected in these two bays between August 2017 and April 2019. These were combined 

with modelling to investigate the effect of changes of SGD composition, quantity and variability 

of flushing on coastal system’s nutrient balance, primary production and aquaculture. In 

Kinvarra Bay, nitrogen inputs from fresh SGD amplified the primary production, directly 

benefiting the mussel aquaculture activity. Saline SGD can also provide added solute to the 

system, including limiting nutrient such as phosphorus or radiotracers such as radium, in 

particular when drought occurs following spring tides. In Killary Harbour, SGD was negligible in 

this bay by comparison to river flow, except potentially in the most inner part of the bay, where 

an intertidal area is present. However, solutes fluxes from deep sediment were significant, and 

likely provides limiting nutrients such as phosphorus for local phytoplankton growth, in addition 

to the inputs from rivers. This fluxes could be amplified by the resuspension of fine sediments 

due to  cyclic currents in deep waters. In both bays, the transfer of solutes from sediment to 

surface waters, either through sediment resuspension or SGD, is a key factor driving phosphorus 

availability. Phosphorus availability affects both phytoplankton biomass and composition, thus 

the food source and/or ecosystem services providers (maintain water quality, oxygen levels) for 

aquaculture production. Consequently, solutes inputs from sediments via SGD (in sites with high 

SGD inputs) or via suspended sediments (in sites with fine sediments) are likely to affect the 

interannual variability of aquaculture production by controlling in part the limiting nutrients for 

primary production and the bay nutrient balances. 
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This work includes an introduction section, followed by six chapters, each of them going one 

step further to understand the effect of SGD on coastal areas nutrient balance.  

After an introduction of the research aims in section 1, Chapter 2 provides a review of the 

current knowledge on the processes driving SGD composition and quantity, the methods to 

estimate it, and its effect on coastal nutrient balance and aquaculture. 

In Chapter 3, radon and salinity measurements and a comparison to modelling and earlier 

work are used to assess the range of fresh SGD fluxes during the year in Kinvarra Bay. This review 

is also used to improve the existing tracer-based methods to quantify the total SGD coming to 

coastal areas. This work shows that correcting for the effect of spatial variations of flushing in 

coastal sites can improve the reliability of mass balances of non-conservative elements used to 

assess SGD. This correction is particularly useful for sites where SGD occurs in a specific location 

and is not equally distributed across the system, such as in karst systems. Similarly, the method 

chosen to calculate inventory of a tracer can significantly modify the final discharge estimate, 

particularly when solute inputs occur in shallow areas. For example, as they are not accounting 

for the true distribution of depths, averages and median can overestimate the effect of a source 

present in shallow areas on the inventory of a solute. 

In Chapter 4, increase of radium isotopes in coastal waters are related to periods of increasing 

seawater recirculated through coastal aquifers and are used to assess the magnitude of 

recirculated seawater fluxes in a karst system (Kinvarra Bay). This section suggests that saline 

groundwater can supply additional phosphorus to coastal areas following periods of saline 

intrusions in coastal aquifers. These fluxes are likely to lead to periods of increased primary 

production by reducing ecosystem phosphorus limitation, thus affecting Chl-a, dissolved oxygen 

… in the bay. 

Chapter 5 assesses the effects of stratification and of the spatial and temporal variability of 

flushing on the time of contact between land-derived solute fluxes and non-mobile organisms 

such as mussels. To do so, six radium salinity and nutrients transects of surface and deep waters 

were carried out in a variably stratified fjord (Killary Harbour) under a range of river discharge 

and stratification conditions. In this bay, increased stratification during periods of high discharge 

limit further the transfer phosphorus from deep to surface waters. Consequently, this amplify 

the increase of surface N:P ratio following increased water inputs from river, compared to what 

can be expected from changes of nutrient loads from rivers. A review of past studies suggests 
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that this effect could influence phytoplankton species and the frequency of harmful algae 

blooms (HABs) in coastal systems. This combined information can support and validate the 

description of flushing and estuarine mixing in models, or be applied to test the effect of 

potential catchment management strategies on the value of SGD for aquaculture.  

In Chapter 6, a lower trophic model and the analysis of the EPA transitional water database 

for Kinvarra Bay showed that primary production is amplified by nutrient inputs from SGD, 

particularly when phosphorus availability in the bay is high. Nutrient inputs from SGD lead to an 

increase of modelled phytoplankton biomass by 67%, suggesting that the economic value of 

SGD flow to Kinvarra bay mussel and oyster aquaculture is between 86 400 and 121 200 Euro. 

Historical data and modelling suggest that residence time, salinity, nutrient levels, and 

chlorophyll-a fluctuate seasonally in the bay as a result of the combined effect of neap/spring 

tidal variability and changing SGD rates. Residence time and the effect of SGD on the chemistry 

of the system are lowest during spring tides and low groundwater discharge periods but are 

highest during neap tides and high groundwater discharge periods. Considering this, water 

inputs from land to the bay are likely to have the highest impact on the bay biogeochemistry 

during neap tides.  

The effect of climate change and anthropogenic driven changes for Kinvarra Bay and systems 

receiving large SGD fluxes in general are also discussed in Chapter 6. The lower trophic model is 

applied to test the effect of two direct effects of climate change: the increased sea water 

temperatures on phytoplankton growth, and changes of rainfall frequency creating changes of 

SGD seasonal patterns. As the future trends of SGD discharge are not known, we analyse model 

results for a fourteen years timeserie including several extreme events (drought, flood) and 

compare them with observed data to estimate the effect that climate related change of SGD 

discharge could have on the bay nutrient balance, phytoplankton biomass and mussel 

production. Other effect that could be indirectly modified by climate change are also tested 

using the lower trophic model: phosphorus availability, changes of marine currents in Galway 

Bay (modifying the return flow to Kinvarra Bay), and changes of nutrient ratios of 

phytoplankton. Among other findings, the model results suggest that modifications of the 

timing of SGD flow relative to periods of phytoplankton growth (for example, as a result of 

change of rainfall patterns) can lead to significant changes of phytoplankton biomass, thus could 

modify the quantity of aquaculture production that aquatic systems can support.  
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Finally, the nutrient mass balance of Kinvarra bay and Killary Harbour are compared using the 

LOICZ approach in chapter 7 and the results are related to the observations in previous chapters. 

This thesis ends with two short sections giving recommendations for water management 

around bays receiving large SGD fluxes (section 9) and summing up the key knowledge gaps 

identified in this work (section 10).  
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1 Introduction 

 

The contribution of coastal ecosystems to human welfare and the economy was 

estimated to reach $12.5 Trillion (US dollars) globally at the end of the 20th century, 

compared roughly to the annual GDP of $18 trillion/year (Costanza et al., 1998). This value 

is decreasing (Costanza et al., 2014) as additional nutrient inputs to rivers and 

groundwater from human activities (e.g. agriculture, insufficiently treated wastewater, 

increased land erosion by changes of land use) impact themselves on the coastal 

ecosystem health. The observed changes include inter-alia, more frequent development 

of toxic algae blooms (Silke et al. 2005), low oxygen (hypoxic) zones (Altieri and Gedan, 

2015; Rabalais et al., 2002), blooms of nuisance or harmful micro or macroalgae (Green 

et al., 2014; Li et al., 2017; Liu et al., 2013; Pihl et al., 1999) and the overdevelopment of 

specific species such as jellyfish (Bosch-Belmar et al., 2017; Condon et al., 2012; Dong et 

al., 2010; Palmieri et al., 2014). These events impact coastal ecosystem services directly 

and have detrimental knock-on effects on the fishing and aquaculture industries, coastal 

communities, tourism, and in some cases for marine and coastal infrastructure (Barbier 

et al., 2011). They require an understanding of the biogeochemistry of coastal areas to be 

appropriately managed, and for their effect on ecosystems and human activities to be 

reduced (Barbier et al., 2011). 

Seminal studies conducted over the past two decades have demonstrated the 

significance of subsurface water sources and pore water exchange for coastal ecosystem 

biogeochemical budgets and dynamics (Basterretxea et al., 2010; Burnett et al., 2006; 

Carpenter et al., 1998; Church, 1996; Knee and Paytan, 2011; Lecher et al., 2016; Rocha 

et al., 2015; Rodellas et al., 2015; Sadat-Noori et al., 2016; W. Finkl and L. Krupa, 2003). 

The earlier paradigm, that rivers represent the dominant pathway for solute fluxes from 

land to coastal areas, may need to be reassessed; water fluxes coming to coastal zones 

from the seafloor and coastal sediments may represent globally solute fluxes up to 3 to 4 

times the inputs from rivers (Kwon et al., 2014). 

While nutrient inputs to coastal areas from channelled freshwater flows such as rivers 

are relatively well-gauged, the role of sub-surface sources (e.g. submarine groundwater 

discharge or SGD) is more difficult to quantify in coastal areas. Early global estimates of 
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fresh groundwater discharge were between 6 to 10% of the surface waters discharging 

into the ocean (Zektser and Loaiciga, 1993). As a result, ocean nutrient balances 

frequently ignore groundwater/seawater interactions in comparison with river fluxes (e.g. 

Hansell and Follows 2008; Gruber 2008).  

However, land derived groundwater is not the only water flow going through the 

seafloor. The majority of the flow crossing the seafloor is seawater, recirculated through 

the seafloor and mixed with land derived groundwater. This additional flow occurs at 

short time and space scale, by recirculation driven by tides and waves through coastal 

sediments (Li et al., 1999), or at a larger scale through the repositioning of the 

salt/freshwater interface within groundwater by seasonal changes and tides (Edmunds, 

2003; Michael et al., 2005; Isaac R Santos et al., 2009). For this reason, Burnett et al. (2003) 

define submarine groundwater discharge (SGD) as any flow of water across the seafloor, 

regardless of fluid composition or driving force. The reactions occurring when meteoric 

and seawater mix and travel through porous media significantly modify the composition 

of the discharging water compared to the seawater and freshwater composition (Moore, 

2010, 1999). As a result, the rates of transfer, mixing and the original water chemical 

signatures are not uniform at the system scale (Slomp and Van Cappellen, 2004; Spiteri et 

al., 2008). This variability makes any estimation of SGD-driven nutrient fluxes challenging. 

In most cases, nutrient fluxes from SGD cannot be derived directly from discharge figures 

and the concentration of nutrient in aquifers, but also requires considering the mixing and 

reaction patterns affecting nutrients during their transfer within coastal and submarine 

aquifers. 

In Ireland, around 35 sites with potentially SGD related temperature anomalies were 

identified using sea surface temperature (SST) derived from Landsat ETM+TIR (Wilson and 

Rocha, 2012). However, only Kinvarra Bay has been studied extensively to determine the 

potential impacts of SGD on ecosystem function (Cave and Henry, 2011; Einsiedl, 2012; 

Einsiedl et al., 2009; McCaul et al., 2016; McCormack et al., 2014; Rocha et al., 2015; 

Schubert et al., 2015; Smith and Cave, 2012).  

A multi-tracer approach (combining pH, Electric conductivity (EC) and radon) 

differentiated fresh SGD from surface runoff (Schubert et al., 2015). One of the first 

nutrient balances in Ireland for an SGD-dominated coastal system was built with a 
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combination of tracers during summer 2010, 2011 and 2013 (Rocha et al., 2015). The SGD 

flow rates estimated from tracers confirmed the freshwater flow predictions from 

hydrogeological modelling and water balances (Gill et al., 2013; McCormack et al., 2014). 

Furthermore, dissolved inorganic nitrogen inputs from SGD were shown to be the primary 

driver of eutrophication during summer.  

As SGD can supply an important part of the nutrients supporting primary production in 

coastal areas, it may strongly modify coastal ecosystems, which support aquaculture 

activities. Enhanced primary production due to the nutrient provided by SGD can promote 

filter feeders growth in both natural environments (e.g. Piló et al., 2018) and aquaculture 

sites (e.g. Hwang et al., 2010; Wang et al., 2014).  

Conversely, freshwater fluxes and changes of physicochemical parameters (pH, 

aragonite saturation index, turbidity) at SGD sites can also lead to metabolic stress for 

organisms present in these systems, particularly calcifying organisms such as bivalves or 

corals (Lecher and Mackey, 2018). Indeed, these organisms depends on specific pH and 

aragonite saturation index to be able to form and maintain their protective shells. 

Deciding under which conditions and where in Ireland SGD has a negative or positive 

impact will require to answer to the following challenges. 

First, while SGD is a crucial source of solutes for the ocean (Moore, 2010), and many 

nutrient transformations take place in coastal aquifers (e.g. Slomp and Van Cappellen, 

2004), the annual variability of nutrient loads from SGD fluxes have been characterised 

only for few coastlines in the world. SGD fluxes have higher Nitrogen: Phosphorus ratios 

than river waters (Slomp and Van Cappellen, 2004). As a result, they can drive ecosystems 

further towards phosphorus limitation, or modify phytoplankton or macroalgae 

communities (Lecher and Mackey, 2018). However, only one coastal spring site in Ireland 

is routinely sampled by the Environmental Protection Agency, Kinvarra springs, while 1392 

river locations and 221 inland springs and boreholes are monitored for water chemistry 

under the water framework directive (EPA, 2004). There is no national sampling program 

specific to SGD yet. 

Secondly, the combined effect of discharge, tide, marine current and winds leads to 

variable flushing patterns in most coastal systems, which change the contact time 

between SGD waters and aquaculture or other marine organisms, thus the effect of SGD 
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on them.  Lower freshwater discharge to an estuary tend to increase flushing times 

exponentially (Alber and Sheldon, 1999). Moreover, the discharged waters can remain 

longer preferentially in the inner part of bays under low tidal forcing, thus particularly 

during neap tide (e.g. Gregory et al., 2020). Longer retention times are favourable for 

larger phytoplankton biomass when nutrient, temperature light levels are not limiting 

growth (e.g. Cloern et al., 1983). Non-mobile marine organisms (bivalves, corals, 

macroalgae) found in or next to retention areas can also be more exposed to the changes 

of water chemistry driven by SGD fluxes than organisms far from these zones. In addition 

to this, stratification can contain some of the solute inputs from SGD next to their 

discharge point, either in surface or deep waters. This can for example, modify the 

nutrient ratio available for phytoplankton growth in deep and surface waters. Existing 

hydrodynamic models for Irish transitional waters provide depth-averaged currents for 

Irish estuaries (Marine Institute, 2020a). Still, they do not provide information on the rate 

and frequency of stratification nor identify specific retention zones in Irish coastal 

systems. Assessments of the variability of residence time between transitional waters of 

Ireland exists (O’Boyle et al., 2015). However, they assume well-mixed systems and do not 

estimate the spatial and temporal variability of flushing. The spatial and temporal 

variability of flushing due to the effect of neap/tide cycle or discharge is known for only a 

few sites in Ireland. Where assessed, discharge (e.g. Donohue, 2012) or tide (e.g. Gregory 

et al., 2020) have a significant effect on the flushing characteristics of Irish coastal systems, 

as expected from estuarine dynamics (e.g. Sanford et al., 1992). Irish transitional waters 

are frequently not well mixed (Donohue, 2012; Gregory et al., 2020), as expected from 

previous work (Monsen et al., 2002) and have variable flushing depending on tides, SGD 

inputs (Gregory et al., 2020) or river inputs (e.g. Donohue, 2012). Assessing the spatial 

variability of flushing in more systems should help to understand further the effect of SGD 

discharge on coastal ecosystems. 

Finally, to date, few studies assessed the effect of SGD on marine biota (see review by 

Lecher and Mackey, 2018). SGD can amplify the primary production of ecosystems by the 

nutrient inputs it provides, but fresh SGD also creates salinity fluctuations that may 

negatively impact some marine organisms (Lecher and Mackey, 2018). For example, 

reduced salinity can reduce growth of mussels (e.g. Davenport, 1979; Gruffydd et al., 
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1984). So far, studies which assess the effect of SGD on entire ecosystems, beyond 

phytoplankton or macrophytes, are the least common worldwide (Lecher et al., 2015). It 

was suggested that more studies combining the measurement of radon and radium 

isotopes as tracers of SGD discharge, with chlorophyll-a, as an indicator of phytoplankton 

biomass, were required to assess the effect of SGD-borne nutrients on marine ecosystems 

(Lecher and Mackey, 2018). Few studies assessed the effect of SGD on sites hosting 

aquaculture activities or filter feeders to date, but showed that SGD could support the 

majority of the production of shellfish farming in some sites (e.g. Hwang et al., 2010; Wang 

et al., 2014). SGD sites with salinity above 34 could also have more abundant benthic filter 

feeders (mussels) on rocky shores (Piló et al., 2018). No similar studies in Ireland were 

found during review.  

In this context, estimating the impact of nutrient fluxes from SGD for a range of sites 

hosting aquaculture activities will help develop better management strategies to (1) 

maintain coastal ecosystem services required to sustain human interests and (2) protect 

the local aquaculture-derived revenue from negative effects due to the anthropogenic 

perturbations of coastal ecosystems where SGD is present.  

 

Objectives. 

This work aims to assess the effect of nutrient loads from submarine groundwater 

discharge on coastal areas hosting aquaculture activities. It focusses on enclosed bays as 

they have a restricted exchange with the open ocean and are the most likely to be affected 

by SGD fluxes. Moreover, they provide sheltered environments favourable for 

aquaculture organisms. To highlight the range of possible effect of SGD in these systems, 

this work compares two bays hosting aquaculture activities and with distinct catchment 

hydrogeology: Kinvarra Bay, receiving most of its freshwater inputs as fresh SGD, and 

Killary Harbour, a bay surrounded with unproductive aquifer, receiving most of its 

freshwater inputs as river discharge.   

The SGD variability across the year is characterized in the two systems using salinity, 

222Rn, 223Ra and 224Ra. The salinity, 223Ra and 224Ra isotopes transects also can quantify 

flushing patterns in these sites (water ages), and, where appropriate, differentiate the 
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effect of saline SGD from diffuse solute fluxes from sediment. Nutrient transects and mass 

balances based on SGD estimates from tracers are also supporting the characterisation of 

internal nutrient sources and sinks in the two sites. These information are then used to 

build a lower trophic model to assess the effect of the annual variability of SGD fluxes on 

nutrient levels and primary production supporting aquaculture in Kinvarra Bay. 

Our applied strategy involved: 

1) A desk-based study to a) define the catchment hydrology and hydrogeology of 

the sites of study to assess the potential magnitude of freshwater input and their 

pathway across the catchment, b) collect past estimate of fresh SGD/river 

discharge and nutrient concentrations in the bays, surrounding aquifers or rivers 

they receive, to give a first assessment of the relative role of SGD as a nutrient 

source on a typical year and c) determine when possible the flushing time of 

water in the bays. 

2) Sampling of natural geochemical tracers of SGD through the coastal aquifer 

(salinity, radium, radon) in groundwater, intertidal springs and surface water, to 

(a) determine the contribution of SGD to the overall nutrient balance feeding 

phytoplankton growth, and (b) the water residence time of the bays (with 

radium isotopes). 

3) In parallel, sampling for nutrients analysis of bay, groundwater, river, and springs 

water to assess the different sources/sinks of nutrients and their transformation 

along the groundwater-coastal water-aquaculture pathway. 

4) Building nutrient mass balances using the LOICZ approach (Gordon et al., 1996) 

based on sampling surveys and to characterise the variability of nutrient sinks 

and sources in the systems studied. 

5) Applying a lower-trophic ecosystem model (Cranford et al., 2007) to an SGD 

dominated site, Kinvarra Bay. This model aimed to assess the effect of nutrient 

loads from SGD and variable flushing rates on phytoplankton growth and from 

this, on the nitrogen assimilation of filter feeders (mussels). This model was 

setup and validated, using the nutrient, discharge and residence time data  

derived from steps 1 to 4 and using a ten-year nutrient, water chemistry and Chl-
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a dataset on Kinvarra Bay, Kinvarra springs and the limestone aquifer feeding it 

from the environment protection agency. Mussel production data from Kinvarra 

Bay, and results from previous studies was then used to put in perspective the 

findings. 

6) Comparing the water, salt, nutrient mass balance for Kinvarra Bay and Killary 

Harbour to illustrate the difference between bays receiving dominant river 

inputs and bay receiving dominant SGD inputs, in light of the findings from point 

1 to 5. 

This strategy identified the following differences between the water and nutrient 

balance of a bay receiving large SGD inputs (here Kinvarra Bay) compared to a bay 

receiving large river discharge (Killary Harbour): 

-Kinvarra Bay during spring tide survey was always a sink of DIN (larger during periods 

of high discharge), and either a source (during low fresh discharge) or a sink of DIP (during 

high fresh SGD discharge). Killary Harbour on the other hand is either a source or sink of 

DIN/DIP depending on the magnitude of deep sources and surface sink of these nutrient, 

which can vary as a function of discharge, tidal current (for deep nutrient fluxes amplified 

by sediment resuspension) and seasons (for surface nutrient losses). 

- In Kinvarra Bay, the large N inputs from SGD led to maximum DIN inputs when the 

peak SGD inputs occurred during neap tides, when residence times in the bay were 

maximum. The bay thus had larger average dissolved N concentrations compared to 

Killary Harbour, and potentially greater transfer of DIN to organic N. 

-An increase of 223Ra and 224Ra activities in Kinvarra Bay was observed during spring 

tides with low groundwater level (<6m in a reference borehole connected to the conduit 

feeding Kinvarra springs). This increase was attributed to saline SGD fluxes. These fluxes 

may provide added nutrients for the local primary production (such as phosphorus, a 

limiting nutrient) during periods of spring tides occurring during low groundwater level 

periods. Nutrient mass balances in Kinvarra Bay during these periods had a net gain of SRP 

and a net loss outside of these periods. 

-Conversely, this work demonstrates that the nutrient level in Killary Harbour is strongly 

driven by changes of river discharge, vertical mixing and fluxes from bottom sediments. 



28 

 

Fluxes from bottom sediment were identified though an increase of Ra, and in some case 

turbidity in deep waters in the fjord and are most likely due to sediment resuspension 

during periods of peak tidal current, followed by deposition during periods of lower tidal 

currents. Vertical mixing is also strongly driven by the tidal variability creating cyclic solute 

exchanges. The increase of vertical mixing following an increase of discharge from land 

can amplify the changes of DIN/SRP ratios in the bay. 

-The lower trophic model in this work and observations of Chl-a in the bay indicated 

that nitrogen inputs from SGD significantly amplify the local primary production in 

Kinvarra Bay by ≈67% and may directly benefit the local mussel production by between 

864 K euros and 121 K euros. 

- Nutrient balance in bay with and without major fresh SGD inputs during high and low 

discharge periods are compared in chapter 7. 

 

Moreover, the following method improvements were developed and may be applied to 

characterise other sites. For example, this work: 

-Reviewed the assumptions of tracer-based estimates of SGD fluxes (Chapter 3). This 

showed that SGD discharge estimations using non-conservative tracers can 

underestimate SGD during periods of high discharge, particularly where SGD fluxes occur 

in shallow areas of a bay. This section suggests to correct for the spatial variability of water 

ages either (a) by using Ra isotopes, as tested here, or by (b) by coupling tracers 

measurements with hydrodynamic models or advective-dispersive model (not tested here 

but likely to be more robust). 

-Carried out a systematic analysis of Ra end members in a bay connected to a karst, 

Kinvarra Bay (Chapter 4), to characterise the effect of saline SGD on karst systems during 

spring tides, and explain an increase of 223Ra 224Ra activity observed in the bay during 

droughts. This analysis highlighted that saline intrusion could occur both within superficial 

sediments and the karst aquifer when groundwater level is low during periods of 

seasonally high sea level (here spring tides), leading to additional solutes fluxes to coastal 

areas during these periods. Therefore, the increase of Ra in the water column during such 

periods can originate from a mix of several end members. This can widen the range of 
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discharge explaining a given Ra increase and provide added phosphorus or other limiting 

nutrients to coastal bays following periods of greater saline intrusion. 

-Studied the spatiotemporal variability of Ra isotopes, nutrients and salinity in a variably 

stratified fjord (Killary Harbour, Chapter 5). The section reviewed the condition when the 

Ra age method can be applied in estuaries. It also confirmed previous findings that the Ra 

ratio difference between surface and deep waters increase with stratification.  

-Adapted the lower trophic model of Cranford et al. (2007) for an SGD dominated site and 

analysed previous EPA datasets in Kinvarra Bay using the LOICZ approach to characterise 

the variability of shallow sites receiving large fresh SGD fluxes (Chapter 6). The LOICZ 

showed a net gain of SRP in the bay during spring tides surveys when groundwater level 

was below 6m and a net loss of SRP when groundwater level was above 6m at a reference 

well recording the long-term variability of groundwater head close to the main conduit 

feeding Kinvarra springs. The Cranford et al. (2007) model adapted in this work allowed 

to test the effect of different environmental changes on the bay nutrient level and Chl-a 

concentration. Furthermore, these model outputs, along with past mussel production 

data in the bay, allowed to give a first assessment of the potential effect of SGD on the 

bay mussel production, and illustrated how environmental changes may affect it in the 

future.  
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2 Literature review: the role of Submarine Groundwater 

Discharge (SGD) in coastal nutrient cycling. 

 

2.1 Submarine groundwater discharge: Definition 

Water interactions between land and sea are not limited to inputs from surface waters, 

but also occur through water exchanges between coastal aquifers and the ocean. Water 

fluxes between coastal aquifers and the ocean have two origins: (1) groundwater initially 

coming from inland recharge and (2) recirculation of seawater within coastal and marine 

aquifers. Groundwater flows continuously towards the sea through porous rocks and 

sediments because of the inland recharge creating a hydraulic gradient in coastal aquifers. 

On the other hand, seawater continuously recirculates through coastal and marine 

aquifers by the effect of tide, wave setup and sea level changes modifying the 

groundwater gradient, and water convection due to differences of temperature and 

density (Rocha, 2000, 1998; Taniguchi et al., 2002). This recirculated flux interacts and 

mixes with water coming from shallow and deep aquifers, before flowing back to the sea. 

Flows of seawater and freshwater to the sea are grouped under the term of Submarine 

Groundwater Discharge (SGD), defined as any flow of water across the seafloor, regardless 

of the fluid composition or driving force (Burnett et al., 2003). To distinguish it with 

porewater exchanges due to shear flow, Moore (2010) added a “scale of meter to 

kilometres” to the definition. This was justified as the conventional techniques used to 

assess SGD  “do not quantify shear flow because seepage meters block waves and 

currents, concentrations of SGD tracers released by shear flow are expected to be low, 

and current SGD models do not consider this process” (Moore, 2010).  

 

2.2 Methods to estimate SGD 

Seven types of methods have been applied most often to detect or assess the 

magnitude of SGD flows in coastal areas (see reviews by Burnett et al., 2006; Moore, 

2010): thermal images; seepage meters; electromagnetic techniques; water budgets; 

hydrograph separation techniques; groundwater flow modelling; and tracer techniques. 
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A short review of these methods and their conditions of application follows, and 

afterwards a review of their use in SGD related studies in Ireland.  

Firstly, seepage meters (Lee, 1977) can measure directly the discharge occurring from 

permeable sediments. They are composed of a benthic chamber inserted in sediments, 

connected to sampling bags. The change of volume of the sampling bag due to SGD is 

recorded either manually or automatically, if coupled with an automatic measurement 

device (e.g. Paulsen et al., 2001; Sholkovitz et al., 2003; Taniguchi and Fukuo, 1993). 

Seepage meters quantify both the fresh and saline SGD on specific locations but work best 

in unconsolidated sediments. When combined with measurements of hydraulic gradient 

in piezometers, they can be used to assess the large scale hydraulic conductivity of 

aquifers (Barwell and Lee, 1981; Taniguchi, 1995). As they modify the natural water 

currents around them, they cannot however, appropriately quantify water fluxes 

occurring at scales smaller than the size of the seepage meter, such as shear flow. 

Secondly, SGD waters normally have different temperature than ocean waters. 

Temperature anomalies in coastal areas can be thus used to detect potential areas of SGD 

discharge, for example using satellite images of seawater temperature (e.g. Roxburgh, 

1985; Wilson and Rocha, 2012). 

Thirdly, electromagnetic techniques measure changes of sediment resistivity, which 

vary with porosity and fluid conductivity in porous sediments, to detect changes of 

porewater composition associated with SGD fluxes (e.g. Hoefel and Evans, 2001; Paepen 

et al., 2020; Stieglitz et al., 2008). Here too, however, electromagnetic techniques are 

most used along soft sediment coastlines, as they require a good contact between the 

measurement electrodes and the surrounding medium, and heterogeneous porosities 

may also lead to changes of resistivities independent of SGD fluxes.  

Fourthly, water balances in a catchment may be an appropriate tool to assess fresh SGD 

fluxes, once the different water sources and sinks in the catchment are characterised (e.g. 

Allen, 1976; Muir, 1968; Oberdorfer, 1996; Pluhowski and Kantrowitz, 1964; Sekulic and 

Vertacnik, 1996; Schuler et al., 2018). However, the uncertainty of the variables required 

to build water mass balances may be larger than the SGD flow that is to be determined 

(Burnett et al., 2006), in particular where SGD is a minor component of the water balance. 

Water balances are thus appropriate as a first approach for assessing expected changes 
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in simple groundwater basins (Oberdorfer, 1996) or in sites where fresh SGD fluxes are 

the main pathway for freshwaters to the seas (Schuler et al., 2018).  

Fifthly, hydrograph separation techniques analyse river flow patterns to determine 

groundwater fluxes to rivers and to assess fresh SGD fluxes. They have been used 

historically to assess fresh SGD to large areas, assuming similar fresh groundwater flows 

per area inland and at sea (e.g. Boldovski, 1996; Tanaka and Ono, 1998; Williams and 

PinderIII, 1990; Zektser and Dzhamalov, 1981; Zektzer et al., 1973). This technique does 

not include groundwater discharge downstream of river gauging stations (Buddemeier, 

1996), ignoring thus the spatial variability of permeabilities and recharge usually present 

when getting from lowland floodplains to coastal areas. The uncertainty of hydrograph 

separation techniques for SGD estimation may be comparable to the magnitude of 

discharge being estimated (Burnett et al., 2006).  

Sixthly, groundwater flows to coastal areas have also been assessed using a range of 

hydrogeologic models. The simplest version of these approaches use the Darcy’s law 

(Darcy, 1856) to assess potential fresh SGD fluxes from the hydraulic gradient measured 

from piezometers or mini-piezometers close to the shore (e.g. Barwell and Lee, 1981; 

Freeze and Cherry, 1979; Taniguchi, 1995). Seepage in coastal settings can also be 

modelled with semi empiric equations accounting in different ways for the shape of the 

zone of SGD discharge (e.g. Bokuniewicz, 1992; Fukuo and Kaihotsu, 1988; McBride and 

Pfannkuch, 1975). These methods supply simple first-order estimates for SGD flow, but 

generally require an assessment of hydraulic conductivity or other aquifer properties 

often spatially variable. To account for the spatial variability of groundwater properties, 

numerical models (e.g. finite element models such as MODFLOW, McDonald and 

Harbaugh (1984)) are also frequently used to investigate catchment hydrology and assess 

freshwater flow. However, it is often difficult to have sufficient representative aquifer 

values such as hydraulic conductivity and porosity (Burnett et al., 2006), particularly in 

coastal areas. 

In karst aquifers, Kresic and Panday, (2021) distinguish four types of models: (1) time 

series models, (2) numerical models using the equivalent porous medium approach 

(EPM), (3) hydraulic models of pipe or reservoir network and (4) coupled continuum 

conduit flow models (CCFF). Time series model use statistical and probabilistic methods 



33 

 

to model the changes observed during a time period on one or several selected locations. 

They usually require long timeseries of data and to distinguish between multiple input 

drivers (current recharge, operation of wells) but cannot predict the effect of changes on 

the catchment (new pumping well, dams).  EPM models approximate the karst as an 

equivalent porous media. Examples include MODLFOW, FEFLOW. They can be valuable as 

a first approach at large scale but cannot simulate flow in conduits and exchange of water 

between the conduits and the surrounding rock matrix. As a result, they are generally not 

appropriate to mimic the dynamic of flow and solute propagation in karsts. Hydraulic 

model of pipe or reservoir models consider mainly the preferential flow pathways to 

simulate karsts network, and either do not consider the exchange with the rock matrix or 

consider it with a lumped parameter. As a result, these cannot model the future effect of 

common groundwater management or future engineering interventions in karsts. 

Examples include the Stormwater Water Management Model (SWMM), developed by the 

US EPA. The CCFF models couple the Darcian equivalent continuous flow model with a 

network of conduit to consider both the matrix of the aquifer, conduit flow and their 

interactions. Example of these models include modflow USG, modflow CFP (Kresic and 

Panday, 2021). 

In coastal environments, one of the challenges met by numerical models is the effect of 

density on the SGD flow (Smith and Zawadzki, 2003). Model such as MODFLOW 

(McDonald and Harbaugh, 1984) often use single density of fluid flow and thus can only 

assess fresh SGD and cannot account for the effect of density on the location of the SGD 

flow (Smith and Zawadzki, 2003). To account for both saline and fresh SGD, dual density 

models, such as FEFLOW (Diersch, 1992) or SEAWAT (Guo and Bennett, 1998; Langevin, 

2003), have been developed and applied to model SGD flows (e.g. Langevin, 2003; Smith 

and Zawadzki, 2003). They allowed to assess fresh SGD, investigate the effect of variable 

physical drivers on the discharge of SGD of marine origins or to assess the locations on the 

ocean floor where most continental-derived SGD was likely to seep out (e.g. Robinson et 

al., 2006; Robinson, 1998; Smith, 2004; Wilson, 2005;Thompson et al., 2007). It was also 

noted that models assuming steady state (thus ignoring tidal fluctuations) did not 

reproduce the magnitude of total SGD suggested by other method, highlighting the need 

for transient models (e.g. Smith and Zawadzki, 2003).  
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Finally, tracer techniques use the measurement of elements which concentration 

change as a result of SGD flows relative to seawater (e.g. for total SGD: radon, radium, 

stable isotopes, methane or silicon) to detect SGD locations and quantify SGD fluxes 

(Burnett et al., 2006). The quantification of SGD fluxes with the tracer methods requires 

to evaluate the other sources of the tracer and choose an “end member” concentration 

representative of SGD discharge.  

In this thesis, three tracers of SGD were measured: 222Rn 224Ra and 223Ra. They are 

naturally produced in sediments as a result of the uranium-lead decay chain for 223Ra and 

222Rn, and the thorium-lead decay chain for 224Ra (IAEA, 2014). They tend to be enriched 

in groundwater and porewater relative to seawater, which make them good indicators of 

SGD (e.g. Burnett et al., 2008, 2001; Burnett and Dulaiova, 2003; Moore and Arnold, 1996; 

Rama and Moore, 1996). 

Radon, in gaseous form at ambient temperature, can be extracted from water samples 

by degassing and measured by alpha spectrometry (RAD7, AlphaGard). To measure single 

water samples, the detector (in this study a RAD7) is connected to the water sample with 

a closed loop of air-tight tubes continuously circulating a flow of air through the sample 

to extract the radon gas. The detector’s pump circulates air through a porous stone 

submerged in the sample and in line with the closed loop of tubes (e.g. RADH2O module 

Durridge, 2015). This creates agitation in the sample which extract the radon gas. The air 

leaving the sample is then dried by flowing through a cylinder full of desiccant (e.g. 

anhydrous calcium sulfate) placed between the sample and the detector. This air reaches 

the measurement chamber of the detector, before flowing back to the sample and 

extracting additional radon. For continuous measurements of radon, for example in 

coastal waters containing low radon activities, the detector is coupled with a module 

extracting the gas from a pumped water flow, by a spray nozzle such as in the RADAQUA 

module (Burnett et al., 2001a; Dulaiova et al., 2005) or using a gas exchange membrane, 

such as the Liquicell module (Schmidt et al., 2008). To increase detection limits further, 

three or more radon detectors can be coupled together in parallel sets of tubing (e.g. 

Dulaiova et al., 2005). 

224Ra and 223Ra are generally measured in SGD related studies using a Radium Delayed 

Coincidence Counter (RaDeCC). To make the low radium activities in seawater detectable, 
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samples are preconcentrated by pumping at low flow rate (less than 1 L min-1) large known 

volumes of sampled water through acrylic fibres coated with Mn oxides, which have the 

properties to adsorb on their surface radium isotopes (Moore, 1976; Moore et al., 1985). 

Alternatively, where only the 224Ra/223Ra ratio is of interest, the fibres can be let for 

several tidal cycles attached to moored buoys on selected location in the bays under study 

to absorb radium (e.g. such as in Rocha et al., 2015). Then, the sample is rinsed with Ra-

free waters to remove salts and dried until reaching a water- fibre weight ratio of 0.4-1.1 

(as recommended by Sun and Torgersen, 1998). Finally, the fibres containing the Ra from 

the sample are connected to a closed loop to the RaDeCC detector, filled with helium and 

the 223Ra and 224Ra are measured as described in Moore (2008), following the calibration 

procedure of Moore and Cai (2013). 

In Ireland, remote sensing using satellite thermal images (sea surface temperatures) 

allowed to identify 35 potential SGD locations along the Irish coastline (Wilson and Rocha, 

2012). 52.1% of Irish coastline is composed of rocky shores (cliffs, rock, stones), while 

31.7% are sandy sediment and 10.1% muddy sediments (Neilson and Costello, 1999). As 

the majority of Irish coastlines is composed of rocky shores, more studies to date have 

been carried out in these environments, where seepage meters and electromagnetic 

techniques involving the measurement of conductivity in unconsolidated sediment are 

rarely useable. Tracer-based estimates of total SGD rates have been build using 222Rn, 

224Ra, 223Ra and salinity (e.g. Rocha et al., 2015; Schubert et al., 2015) in a selected site, 

Kinvarra Bay. Conduit models have also been applied to quantify fresh SGD for the same 

sites (Cave and Henry, 2011; Morrissey et al., 2020), but have not yet been compared with 

radon or radium-based SGD estimates. The small number of locations investigated for SGD 

in Ireland does not allow to estimate the overall effect of SGD flows on Irish coastlines but 

as shown in the next part, recent global studies suggest that it is likely to represent an 

important nutrient flux compared to river flow. 

  



36 

 

2.3 Role of SGD in the water cycle and nutrient cycling in the ocean 

A large scale study in the upper Atlantic Ocean using radium isotopes estimated that 

SGD represents a water discharge of 2–4 ×1013 m3 yr−1, thus between 80 to 160% of the 

amount of freshwater entering the upper Atlantic Ocean from rivers (Moore et al., 2008). 

Other studies suggest that the global SGD discharge is (12±3) ×1013 m3 yr-1, which is 3-4 

times higher than river discharge to the Atlantic and Indo-Pacific oceans (Kwon et al. 

2014). These findings imply that SGD is a major pathway for transport and reactivity of 

solutes between land and sea, and that in light of this information, the global cycles of the 

major elements need reassessment.  

The majority of SGD fluxes occurring globally is saline SGD, with fresh SGD representing 

around 0.2-1.4% (Luijendijk et al., 2019; Zhou et al., 2019) to 6% (Zektser and Loaiciga, 

1993; Zektzer et al., 1973) of the total river fluxes. Despite the small volumes of fresh SGD 

globally compared to saline SGD, solute inputs from fresh SGD can represent by 

themselves potentially 50 percent of the total salt loadings by rivers (Zektser and Loaiciga, 

1993). Nutrient fluxes from SGD (fresh + saline) to the global ocean were estimated from 

radium isotopes to represent discharges of dissolved inorganic nitrogen, dissolved 

inorganic phosphorus and dissolved silica of approximately 1.4 ; 1.6; and 0.7 times the 

river discharge to the global oceans (Cho et al., 2018). SGD was also shown to represent 

comparable fluxes to river flow for nitrogen, phosphorus and silica in the Mediterranean 

sea (Rodellas et al., 2015b). While saline SGD fluxes are likely to be important globally, 

large fresh SGD fluxes are probably more specific to certain locations of the world: a 

recent global study estimated that the flow of fresh SGD represents more than 25 percent 

of river flow for 26% of the world’s estuaries, 17% of the salt marshes and 14% of the coral 

reefs (Luijendijk et al., 2020). Thus, focusing on sites with strong SGD inputs may be an 

appropriate first step to better assess the effect of SGD on the ocean. 

To sum up, understanding the ecological effect of SGD for coastal areas is important: 

(1) in most of the open ocean and coastal areas because of solutes provided by saline SGD 

and (2) close to sections of the world’s coastlines where large fresh SGD fluxes are present 

due to favourable hydrogeological conditions.  
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The next section will review the various aspects necessary to understand the effect of 

SGD fluxes on nutrient balance in coastal areas and aquaculture. This will first introduce the 

drivers of the magnitude and composition of SGD fluxes coming to coastal areas, then 

review the current knowledge of the spatial and temporal variability of SGD, and the 

variable residence time of solutes coming from SGD in coastal areas. The last part of section 

2.4 will discuss the effect of SGD nutrient fluxes on the nutrient balance and primary 

production of coastal ecosystems, before introducing the key research questions that will 

be answered in chapters 3 to  6 of this work. 

 

2.4 Requirements to understand the ecological effects of SGD into coastal 
systems 

2.4.1 Magnitude and composition of SGD fluxes 

2.4.1.1 The subterranean estuary 

Two zones of distinct salinity are generally present in coastal aquifers. In the upper 

section of coastal aquifers, fresh groundwater flows towards the coast as a result of inland 

recharge. In the lower section of the aquifer, saline waters infiltrate from the sea and tend 

to remain under the fresh groundwater as a result of their larger density (Figure 1). At the 

limit between these two zones, a saline/fresh interface is present, where mixing occurs 

(Cooper, 1965). The brackish waters created by this mixing tend to flow towards the coast 

as brackish SGD, as a result of the changes of the hydraulic gradient during the year and 

of density difference between the fresh and saline waters. The saline waters leaving the 

aquifer through saline groundwater flow are replaced by new saline waters coming from 

the coast. This promotes the recirculation of seawater under the saline-fresh interface 

through a convection cell (Figure 1) (Cooper, 1965). Consequently, a saline circulation cell 

is present under the freshwater plume, with a direction reversed at depth compared to 

groundwater flow, similarly to what may happen in an estuary (Figure 1). Because of this 

similarity with estuaries, Moore (1999) introduced the term of ‘subterranean estuary’ to 

describe the mixing zone between freshwater and seawater in coastal aquifers. 

In a surface estuary, mixing between fresh and saline waters is promoted by tides and 

the flow difference between surface and deep waters (e.g. Geyer and MacCready, 2014; 
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Geyer and Ralston, 2011). Conversely, in a subterranean estuary, mixing is amplified by 

the changes of tides, and recharge/loss of groundwater creating movements of the saline 

fresh interface. During these movements of the interface, the pore space network forces 

water to follow a non-linear trajectory within the aquifer, promoting dispersion. This 

added dispersion in the aquifer promotes the mixing between saline and freshwater more 

considerably than what could be expected from molecular diffusion or from the spatial 

difference of flow rate alone (Cooper, 1965). This added mixing amplifies the thickness of 

the saline/fresh transition layer in the aquifer. As a result, homogeneous aquifers are 

likely to have a more abrupt change of salinity at the interface between the fresh and 

saline plume in the subterranean estuary than heterogeneous aquifers such as layered 

aquifer of alternating sand and clay, aquifers of fractured bedrock or karst (Cooper, 1965).  

The position of the saline-fresh interface may vary as a function of changes of hydraulic 

gradient, which affect the magnitude of SGD fluxes. For example, during groundwater 

recharge, the position of the saline-fresh interface can move towards the sea, which can 

drive large fluxes of recirculated saline waters to the sea (Kohout, 1965). Other potential 

causes for modifications of the hydraulic gradient in coastal aquifers and porewater 

include tide, waves, or marine currents, for example. Changes of the sea level (e.g. due to 

tide) create fluctuations of groundwater level in coastal aquifers (e.g. Ferris, 1952). Local 

increase of permeability and porosity due to bioturbation, gas bubble upwelling or 

compaction can also promote fluid circulation, affecting the SGD fluxes (Santos et al., 

2012) and or the hydraulic head in sediment.  
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Figure 1: Circulation of saline water from the sea to the zone of diffusion and back to the sea 
(Cooper, 1965). The position of the saline-fresh interface tends to move seawards and landwards 
as a function of groundwater recharge and sea-level change, which can drive additional fluxes of 
recirculated seawater to the coast during recharge events or during periods of temporarily 
decreasing sea level (Reproduced from Kohout, 1965, work in the public domain). 
 

2.4.1.2 The role of the subterranean estuary in nutrient cycling 

The concentrations of dissolved constituents in porewater/groundwater can change 

greatly in the mixing zone of the subterranean estuary (Beck et al., 2007; Slomp and Van 

Cappellen, 2004; Spiteri et al., 2008). For example, the mixing between seawater and 

freshwater can lead to a decrease of about 50% of NO3 and PO4 along the pathway from 

fresh groundwater to sea (Beck et al., 2007). This section reviews first the key parameters 

affecting N and P in fresh groundwater, before describing the effect on N and P cycles of 

the mixing with seawater occurring in the subterranean estuary. 

2.4.1.2.1 N and P dynamics in freshwater aquifers 

 

The flux of N and P from coastal aquifers and sediments to coastal areas are generally 

controlled by: (1) water flow rates and water pathways within the aquifer (2) the form 

and rate of inputs of the N and P from anthropogenic and natural sources and (3) redox 

conditions in the aquifer (Slomp and Van Cappellen, 2004).  

Increasing supply rates of N and P to coastal aquifers may occur as a result of (a) 

nearshore urban development and additions of N and P through agricultural activities 

(Valiela et al., 1990) (b) saltwater intrusions due to groundwater mining and sea level rise 
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(Krest et al., 2000; Moore, 1999). Salinity intrusions in previously freshwater saturated 

aquifers lead to the replacement of Ca2+ by Na+ and Mg2+ ions on sorption sites, which can 

lead to aquifers going from undersaturation to saturation relative to calcite. Precipitation 

dissolution reactions may occur (Slomp and Van Cappellen, 2004). 

In fresh groundwater, N is generally under the form of NO3, since NH4 is diluted and 

nitrified in the oxic zone during infiltration (Jordan et al., 1997; Wilhelm et al., 1994). In 

some cases, there can be a complete turnover of nitrogen during the pathway through 

aquifers, leading to observable changes of N and O stables isotopes in NO3 compared to 

the original sources (Lamontagne et al., 2018). The decomposition of NO3 may occur 

under anoxic condition through denitrification, Mn or Fe oxide reduction, sulfate 

reduction or metagenesis (Hansen et al., 2001; Jakobsen and Postma, 1999; Korom, 1992; 

Lovley and Chapelle, 1995). Dissimilatory nitrate reduction to ammonium (DNRA) may 

also lead to NO3 losses, but through production of NH4, keeping N in a biologically 

available form unlike denitrification which produce gaseous N. Under suboxic to anoxic 

conditions, the oxidation of NH4 coupled with NO2 reduction through Anaerobic 

Ammonium Oxidation may also occur, provided there is a source of NO2 (Smith et al., 

2015). While initially, infiltrated waters are oxic, oxygen is consumed along the 

groundwater flow path by the degradation of dissolved organic carbon (DOC). Once few 

oxygen is available, other electron donors are used for the decomposition of DOC: NO3, 

MnO2, FeOOH then SO4
2- in this order (Korom, 1992). Thus, aquifers with large DOC levels 

or long water residence time can become anoxic, which leads to the reduction of nitrogen. 

In many cases, the DOC inputs from surface sources tend to be diluted and consumed in 

the vadose zones, directly after infiltration, and manure and sewage have usually no effect 

on the organic matter content of aquifers (Richards and Webster, 1999; Wilhelm et al., 

1994). However, during periods when groundwater is close to the surface, or if 

groundwater recharge occurs without going through a thick vadose zone (e.g.: in Karst 

when groundwater level are high) the loss of DOC may be limited and lead to larger inputs 

to the aquifer during recharge events (e.g. Deirmendjian et al., 2018; Mudarra et al., 

2014). Increasing DOC may lead to faster consumption of oxygen and more favourable 

conditions for the consumption of DIN in the aquifer. However, when the ratio DOC to 
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NO3 is low Anammox may be favoured and amplify the degradation of dissolved N as NH4 

and NO2 to N2 (Smith et al., 2015), with NO3 as a by-product.  

In karst environments, Nitrogen can be subject to distinct reactions in fractures or 

conduits, where oxygen availability is high, compared to porespace, where longer 

residence times can favour depleted oxygen (Visser et al., 2021). This can lead to large 

spatial variability of NO3, independently from land uses (e.g. Visser et al., 2021). For 

example, micropores in iron bearing carbonate formations can provide locally suboxic to 

anoxic conditions (Visser et al., 2021) favourable for NO3 reduction processes such as 

denitrification. In this context, N reductions reactions may occur in porespace with 

restricted oxygen availability and may be coupled at times with N oxidations processes in 

conduits or fracture richer in oxygen. This may amplify the NO3 spatial and temporal 

variability in sections of the karst network not connected to major phreatic conduits, and 

create locally increase of NH4 or NO2, particularly during low recharge periods, when 

“older” water circulates in the karst network and when porespace is more likely to 

contribute significantly to the composition of water, for example through the degradation 

of organic N (dissolved or particulate). This could be also the case for slow moving saline 

water within deep sections of coastal aquifers. 

Dissolved phosphorus, on the other hand, is generally lost in freshwater aquifers under 

oxic condition directly after infiltration through sorption to Fe oxides or co-precipitation 

with dissolved Al, Ca or Fe (Robertson, 1995; Welskel and Howes, 1992; Zanini et al., 

1998), except when the removal capacity of the soil is overwhelmed due to high P loading, 

for example from fertilisers (Robertson, 1995; Slomp and Van Cappellen, 2004; Van der 

Molen et al., 1998). Karst network can have a high retention capacity for phosphorus, 

which can be adsorbed to sediment and colloids (Jarvie et al., 2014). However, it may be 

subsequently released and/or progressively transferred downstream during storms 

events (Jarvie et al., 2014). In Irish karst springs, Dissolved reactive phosphorus (DRP) is 

the dominant phosphorus component present in water (Kilroy and Coxon, 2005), which 

seems to be also valid in Kinvarra springs, as the maximum turbidity level we observed in 

Kinvarra spring was 0.2 NTU in April. We cannot exclude however an influence of 

particulate P during periods of heave rainfall as particulate P and dissolved unreactive P 
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can also increase to a greater degree than DRP during such periods in Ireland(Kilroy and 

Coxon, 2005).  

 

2.4.1.2.2 Effect of mixing with saline waters in the subterranean estuary 

 

Nitrogen and phosphorus are frequently released, stored or transformed within the 

subterranean estuary.  

Reactions involving nitrogen and phosphorus are favoured mainly when recirculated 

seawater mix with groundwater and a least one of the two water masses is anoxic, below 

1 mg L-1 of dissolved oxygen (DO) (Slomp and Van Cappellen, 2004) (see Figure 2). These 

reactions may involve: the storage and release of phosphorus by sorption/desorption or 

precipitation with calcium or iron (e.g. Ca-P and Fe-P in Figure 2), losses of NO3 and NO2 

by denitrification, the transformation of NH4 in NO3 and then NO2 by nitrification (Figure 

2). As a result of these reactions, N:P ratio of the SGD waters are more likely to be lower 

if one of the two water masses is anoxic (Case 2, 3 and 4 in Figure 2 ), than when both 

fresh and saline SGD are oxic (Case 1 in Figure 2). Indeed, NO3 can be lost by 

denitrification, whereas P is stored in the transition zone and may be later released (see 

Slomp and Van Cappellen, 2004). 

When the subterranean estuary position moves inland (saline intrusion), NH4 and PO4 

may be released in the aquifer (Slomp and Van Cappellen, 2004). In oxic aquifers (Case 1 

and 2), PO4 sorbed to Fe oxides may be displaced by anion in seawaters and the release 

of N and P from organic matter decomposition may increase. In anoxic groundwater, (Case 

3 and 4) NH4
+ present on sorption sites may be released by replacement by Na+ and the 

decomposition of organic matter may be enhanced. Thus, the N:P ratio of SGD may 

decrease following salination and decrease in anoxic aquifers down to below Redfield 

values (Slomp and Van Cappellen, 2004), as a result of the P release from the previous 

position of the subterranean estuary.  
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Figure 2: The redox dependence of biochemical processes leading to transformation, removal or 
release of NH4, NO3 and PO4, when groundwater (FW) meets seawater (SW) in the mixing, 
transition zone (TS). Case 1: oxic groundwater meets oxic seawater, Case 2: oxic groundwater 
meets anoxic seawater, Case 3: anoxic groundwater meets oxic seawater, Case 4: anoxic 
groundwater meets anoxic seawater. (Reproduced from: from Slomp and Van Cappellen, 2004 
with permisssion from Journal of Hydrology). 

 

The mixing between waters of different chemical composition can also favour 

dissolution/precipitations reactions in the aquifer. For example, in limestone, the mixing 

of waters with different saturation levels of CO2 can lead to localised dissolution, an 

essential mechanism for cave formation (Bogli, 1964) and pore space formation. This 

phenomenon can also be present when seawater and freshwater mix with freshwater 

(Plummer, 1975; Slomp and Van Cappellen, 2004) and can promote for example the later 

replacement of calcite by dolomite (Badiozamani, 1973; Luczaj, 2006). According to Slomp 

and Van Cappellen (2004) two main mechanisms may lead to dissolution precipitation of 
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carbonates during salination: ion exchanges and sulphates inputs from seawater. First, 

the replacement on sorption sites of Ca2+ by Na+ and Mg2+, can lead to increase of Ca2+ 

concentrations during salinations. Secondly, the inputs of sulphates from seawater 

(seawater [SO4] = 29.3 mM, groundwater [SO4] generally < 0.5mM Appelo and Postma, 

1993) may promote the reduction of Fe oxides and favour sulphate reduction instead of 

methanogenesis in anoxic waters, leading to an increase of alkalinity and Ca2+ 

concentration (Slomp and Van Cappellen, 2004). Both alkalinity increase and Ca2+ input 

can enhance carbonate precipitation at the salinity front (Appelo and Postma, 1993). 

Another critical variable for nutrient reactions is the oxygen and organic carbon 

availability in the aquifer, as the supply of organic carbon is a primary energy source for 

nutrient reactions in aquifers (Korom, 1992). Surface infiltration and recirculated 

seawater may deliver oxygen and particulate organic carbon (POC) to porewaters (see 

Figure 3). This input of POC can lead to a local reduction of dissolved oxygen levels. For 

example, within a well-oxygenated beach aquifer, the local respiration was sufficiently 

high to lower the porewater O2
 concentration near the sediment surface during active 

seepage, thus favouring the occurrence of suboxic biogeochemical processes near the 

sediment surface (Figure 3) (Ibánhez and Rocha, 2016). The coexistence of carbon, oxygen 

and nutrient supplies can create a biogeochemical hotspot in permeable material such as 

sands and drive the mineralisation of organic material and production of additional 

Dissolved N and P (Boudreau et al. 2001; Rocha, 2008; Santos et al. 2014; Billerbeck et al. 

2006; Charbonnier et al. 2013; Erler et al. 2014; Santos et al. 2009).  

 
Figure 3: The main transport processes in a beach aquifer and their influence on O2 and OM supply 
and reactivity in the seepage face (Reproduced from: Ibánhez and Rocha, 2016, with permission 
from Limnology and Oceanography). 
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In karst aquifers, the input of anthropogenic labile organic matter can increase bacterial 

activities oxidising manganese, which is likely to influence nutrient and trace element’s 

biogeochemical cycles (Carmichael et al., 2015). Indeed, sorption sites of oxidised 

manganese and other oxides can sorb/desorb both Ra, PO4 and NH4. A release of 

phosphorus can occur by the dissolution of iron-bound phosphorus from sediments 

(Loveless and Oldham, 2010), and in limestone under the effect of a saline intrusion (Price 

et al., 2010). Cave surface can accumulate Fe and Mn oxides (e.g. Frierdich et al., 2011) 

and thus may act as preferential sorption sites for nutrients. 

Finally, the nitrate reactions in the subterranean estuary also vary with the level of 

nutrient contamination of an aquifer (see Figure 4). When nutrient levels in groundwater 

are high, the subterranean estuary can function as a nutrient sink (Loveless and Oldham, 

2010), while at low nutrient levels it can act as a source (Santos et al., 2009d). For example, 

remineralisation of organic N can provide added dissolved oxidised N in subterranean 

estuaries (e.g. Isaac R. Santos et al., 2009; Charbonnier et al., 2013). Since nutrient levels in 

groundwater can be variable, especially in karst or other aquifers well connected to surface 

waters, the subterranean estuary may act as an alternating sink/source of nutrients. (Erler 

et al., 2014). 

 
Figure 4: Examples of nitrate versus salinity scatter plots in (A) a nutrient-contaminated (Loveless 
and Oldham, 2010) and (B) an uncontaminated subterranean estuary (Santos et al., 2009). The 
solid lines represent the theoretical conservative mixing line. In the contaminated aquifer (A), 
nitrate was attenuated in the subterranean estuary. In the uncontaminated aquifer (B), nitrate 
was produced within the subterranean estuary due to seawater inputs at high tide combined with 
mineralisation within the subterranean estuary. Notice the log scale on the coordinate axis in B. 
(Reproduced from: Robinson et al., 2017 with permission from Advances in Water Resources). 

Therefore, the mixing between groundwater and recirculated seawater in the 

subterranean estuary can cause multiple reactions, leading to the temporary storage, 

production, or release of nutrients to the water column. These reactions in the 
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subterranean estuary can modify the nutrient concentrations in SGD discharge compared 

to what would be expected from simple mixing between inland groundwater and sea 

water. Consequently, simultaneous sampling of both SGD discharge points and coastal 

groundwaters may allow to better characterise changes occurring in specific subterranean 

estuaries. Data from both boreholes and coastal springs located along the same 

preferential karst conduit are thus included in this study, and the results are discussed in 

chapter 4 and 6. 

2.4.2 Spatial and temporal variability of SGD fluxes 

2.4.2.1 SGD occurs at multiple scales with distinct compositions 

In most natural environments, zones of lower permeability may separate different 

layers of aquifers. As a result, zones of mixing between saline and fresh groundwater are 

present in different locations along the coastal and continental slope (Figure 5) (Bratton, 

2010). Consequently, the attribution of volumes and composition to the total SGD 

depends largely on the scale considered, as the mixing between freshwater and seawater 

within aquifers occurs at a wide range of scales and through aquifers with distinct porosity 

networks and geochemical characteristics. Depending on the scale considered, the SGD 

fluxes can have distinct age, history and thus, chemistry. 

For this reason, Bratton (2010) suggests the use of a three scale classification for SGD 

processes: nearshore, embayment and shelf scale. The two first scales are of interest in 

this work. 

At the nearshore scale (Figure 5a), tides and waves drive the infiltration of seawater 

through beach sands at high tide, followed by the seepage of pore water out of the 

coastline at low tide. This process, called tidal pumping, creates a zone of recirculation of 

seawater in homogeneous aquifers (such as beach aquifers), referred to as the upper 

saline plume (Li et al., 2000; Robinson et al., 2007). This plume most frequently forms on 

coastlines with a small slope and large tidal fluctuations, where the intertidal area covers 

a large part of the coastal floor (Robinson et al., 2007b), and is composed of permeable 

sediments. When the groundwater level is low, more seawater can infiltrate in the 

permeable sections of the coastline (ex.: sand or rock with a high density of fractures), 

allowing larger saline SGD fluxes. On the top and under this plume, direct seepage of 
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continental groundwater can occur, if the head difference between sea level and inland 

groundwater level is high enough (Figure 5a). Finally, as shown previously in section 

2.4.1.1, the freshwater flow can drive additional recirculation of sea water under the 

freshwater plume, creating a lower saline plume (lower left in Figure 5a). This lower saline 

plume is present in both homogenous aquifers such as sandy beach slopes (Robinson et 

al., 2007b) and heterogeneous aquifer such as karst (Cooper, 1965), as soon as a hydraulic 

connection is present between the sea and the deep aquifer.  

At the embayment scale, fresh groundwater inputs can also occur, along with slow 

recirculation of sea water by density difference, when a confined aquifer comes in contact 

with the overlaying seawater (see Figure 5b). When this occurs, a zone of mixing will 

develop between the fresh and saline waters and favour recirculated SGD (or Saline SGD). 

 

  
Figure 5: The nearshore and embayment scales of SGD in homogenous aquifer. (Reproduced from: 
Bratton, 2010, work in the public domain). The nearshore scale figure (on the left) describes the 
surface fresh SGD, the upper saline plume (saline recirculation cell) and the lower saline plume 
(lower brackish mixing zone). The embayment scale (right) includes the previous element, with 
mixing between groundwater and recirculated seawater within confined aquifers. 

Aquifers with heterogeneous pore space promote a larger dispersion and a greater 

mixing zone between fresh and saline water than homogeneous aquifers such as sands 

(Cooper, 1965). As a result, Cooper, (1965) postulated that the rates of dispersion will be 

larger in karst or fractured bedrock than in one of laminated sand. While the intensity of 

the mixing is likely to be larger where it does occur in karst aquifer, it is also likely to occur 

dominantly in restricted zones of the aquifer where fractures or conduit allow significant 

water movements. It is thus not certain whether this localised increased dispersion could 

systematically lead to an increase of the thickness of the saline/fresh interface at the 

aquifer scale. In any case, the mixing interface can amplify the saline recirculation in the 

(a) (b) 
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aquifer as a result of the movement of the freshwater in the upper part of the aquifer and 

the density difference between the brackish and fresh waters (Figure 5).  

Saline recirculation is possible in the aquifer if pore spaces are present to allow the 

saline intrusion in the aquifer below sea level (natural permeability is sufficient or 

preferential flow paths are present). Fleury et al. (2007) define three types of coastal karst 

aquifers depending on the extent of the connection between the karst network and the 

sea. Type 1 are poorly developed karst network, similar to fractured aquifers, where most 

of the flow occurs through diffuse fracture networks. Spring flow in these types of aquifer 

are relatively weak and vary little during the year, with rarely saline intrusion present. 

Type 2 are well developed karst aquifers, often on several levels, with conduit often too 

large compared to the current flow, which favour large saline intrusion in the network. 

Spring flow in these systems have typically large mean rates with strong seasonal 

variability. The fraction of salinity in these systems is generally low during high flow but 

rise with decreasing flow rates. Type 3 are systems with well-developed karstification 

developed under sea level, but free of saline intrusion due to closed network under sea 

level, as a result of clogging, impermeable layers of specific geological features. Flow rates 

in these systems are variable but remain fresh or slightly salty during the year. 

In karst aquifers and fractured bedrock, the depth of the deepest cave or developed 

fracture network often is a function of the lowest historical sea level in this area. Historical 

sea levels are not homogeneous worldwide but are a function of the cyclic growth and 

decay of ice sheets. The presence of more massive ice sheets on continental landmass 

during the last ice age led to historical sea levels 130 m lower in areas far from ice sheets` 

areas of influence (Fairbanks, 1989; Lambeck and Chappell, 2001), and up to 250 m higher 

in areas previously covered with ice sheet (Lambeck and Chappell, 2001). Deep karst 

networks of type 2 and type 3 karst are thus likely to be widely present in locations of the 

world where ice sheet cover was low during the latest glacial maximum, but less so close 

to areas that were previously covered with massive ice sheets (>500m depth) and were 

further under sea level than present days (e.g. see maps of Peltier, 1994). Indeed there is 

extensive evidence of incursion of seawater within karst aquifers worldwide (Bonacci, 

1987; Arfib et al., 2007; Fleury, Bakalowicz and de Marsily, 2007; Menning, Wynn and 

Garey, 2015). In Ireland, the majority of karst forms developed during the Holocene 
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(Drew, 1991; Tratman, 1969), but also during previous periods (Drew and Jones, 2000) 

when sea level was at least 30m lower than present-day (Shennan et al., 2018).  

As demonstrated previously in section 2.4.1.2, the effect of reactions in the 

subterranean estuary on SGD composition is likely to increase with the time water 

remains in the aquifer. The upper and lower saline plume identified in relatively 

homogeneous aquifers (Figure 5) have distinct residence times, and thus chemical history. 

Modelled transit times for the upper saline plume are short (e.g. nine days, Robinson et 

al. 2007), while simulated water ages in permeable coastal aquifer sands range from 1000 

days to thousands of years (Post et al., 2013; C. Robinson et al., 2007a). Due to this longer 

pathway, the lower saline plume waters are more likely to be influenced by the aquifer 

biogeochemistry. Groundwater typically becomes more reducing along its flow path as 

biogeochemical reactions consume dissolved oxygen, in particular, the oxidation of 

organic matter (Bear et al., 1999). Thus, long transit times often results in low levels of 

dissolved oxygen in groundwater (Slomp and Van Cappellen, 2004), favouring potentially 

anoxic reactions (See section 2.4.1.2.2). In karst, estimation of transit times in the aquifer 

is problematic as these are site-specific. Karst typically present three type of porosity: 

intergranular, fractures and conduit (Worthington, 1999). Fracture porosity can be 

lumped with either the matrix or conduit network depending on aperture widths (White, 

1988; Worthington et al., 1995). The three porosity types generally keep waters during 

distinct timescale. For example, transit times for an alpine karst system varied between 

2-13 days for conduits and open fractures; 3-5 month in well drained fissures and 

fractures; to a few years in poorly drained fissures and rock matrix (Lauber and 

Goldscheider, 2014). Non karst units such as superficial soil may also contribute to the 

water fluxes in karst, with distinct compositions and timescale of renewal (Hartmann et 

al., 2021). 

As a result of these different groundwater transit times and different biogeochemical 

histories, multiplying tracer-based estimates of SGD over large regions by end-member 

concentrations found in fresh groundwater seems likely to give only a first-order estimate 

of solute fluxes crossing the land-ocean boundary, and is often misguided. As shown in 

section 2.4.1, sampling directly SGD waters is a better estimate of the actual SGD 

composition than groundwater samples, but this approach may be limited if other SGD 
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locations in the system not detected have different compositions as a result of their transit 

times, the pathway taken in the subterranean estuary, and the fraction of saline SGD in 

them. The current work will discuss where possible the role of the spatial variability of the 

composition of SGD fluxes and other fluxes from sediments for the interpretation of the 

changes observed in both SGD and river dominated systems (e.g. Chapter 3, 4 and 5).  

 

2.4.2.2 SGD rates vary across time scales going from hours to years. 

Multiple drivers can modify the magnitude of SGD (see review by Robinson et al. 2017; 

Santos et al. 2012), frequently leading to changes of flow rates of one order of magnitude 

over timescales going from hours to years (e.g Charette et al., 2013; Taniguchi et al., 2005).  

A series of studies measured the temporal variability of SGD in specific sites (e.g. 

Charette et al., 2013; Hatta and Zhang, 2013; Hsu et al., 2020; Kohout, 1965; Mallast et 

al., 2013; Sadat-Noori et al., 2015; Taniguchi et al., 2005). The following observations were 

made by these works: (1) Periods of groundwater recharge are more favourable for large 

SGD rates (e.g. Hsu et al., 2020; Kohout, 1965; Mallast et al., 2013; Sadat-Noori et al., 

2015; Taniguchi et al., 2005). (2) Maximum SGD rates tend to occur at low tides. For 

example, Taniguchi et al. (2005) observed after low tide SGD rates two to eight time larger 

than at high tide (Figure 6). The same study showed peak flows (Figure 6a) when the 

groundwater level was high or rising (Figure 6b). As originally observed by Kohout (1965), 

periods of recharge can push the saline-fresh interface towards the sea, creating large 

fluxes of saline and fresh groundwater (Kohout, 1965).  

As a result of this variability the relative flow of SGD compared to river discharge also 

vary in time. For instance, SGD discharge in a river-dominated Florida estuary represented 

between 2 to 140% (the average is 43%) of the river discharge, depending on the time of 

the year (Charette et al., 2013).  

Similarly, the fraction of saline and fresh waters present in the total SGD fluxes can vary 

in time. For example, a study based on 222Rn and radium (Sadat-Noori et al., 2015) showed 

that in “wet” conditions, deep fresh groundwater discharging into an estuary contributed 

65% of the total SGD discharge, while during drier conditions, most of the SGD flow was 

saline groundwater (80%).  
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Figure 6: Effect of tide and groundwater level on SGD rates (a) SGD rates measured with seepage 
meter in Suruga Bay and sea level. (b) SGD measured with seepage meter in Suruga Bay and 
groundwater level in the nearby aquifer. (reproduced from: Taniguchi et al., 2005, with permission 
from Ground Water). 

Thus, as a result of the multiple drivers of SGD, the same site can either show very low 

or high SGD rates depending on the time of the year, location and year considered. It is, 

therefore, crucial to adapt the timing of sampling to the processes which dominate the 

variability of SGD flow in the site that is studied. In some sites, the SGD variability may be 

also driven by other drivers than tidal and groundwater level variability (See full list of 

drivers in Table 1). In such a context, annual averages of SGD based on single surveys (e.g. 

only summer) or randomly selected surveys during the year are unlikely to be 

representative of the annual conditions. In theory, incorporating all potential drivers 

during fields investigations should require continuous measurement of tracers or other 

indicators of SGD on different locations simultaneously, because different SGD sites may 

behave in distinct manner.   
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Table 1: Timescale of sampling to capture the effect of the drivers of variability for SGD flux rates 
(based on reviews from Robinson et al. 2017; Santos et al. 2012). 

Drivers of SGD 
variability 

Usual time scales of 
effect on SGD rates. 

Conditions of most 
significant variability. 

Suggested sampling strategy 
to account for its effect in 

integrated annual SGD rates 
estimates. 

Main drivers   

Wave setup Usual waves: few 
seconds to the tenth 
of seconds. Storms: 

Up to 100 days after. 

Storm event/tsunami, 
especially on exposed 

coastlines. 

SGD measurement 
after/before a storm event. 

Tides Daily Changes for High/low tide, 
and spring/neap tide. 

Full tidal cycle samplings, 
including spring/neap tide. 

Groundwater level Weekly to yearly 
Karst: Hourly to daily 

Seasonal High/low flow 
condition and after a 

rainfall event. Especially for 
good aquifers and 

groundwater with low 
residence time. 

Seasonal sampling at the 
High/Low groundwater level 

condition and continuous 
sampling through the 

response signal of a rainfall 
event. 

Density driven 
recirculation 

Days to thousands of 
years. 

Significant change of other 
drivers, (acting as 

combination or amplifier of 
other drivers). E.g period of 

recharge. 

Difficult to estimate without 
modelling. Continuous 

measurement of Rn222 or Ra 
during a period of 

groundwater recharge, close 
to a change of 

bedrock/sediment type? 
Others (example)    

Current Variable Strong variability of current Measurements at low/high 
periods. 

Organism Organism specific High density of benthic 
organisms 

Sampling at periods of 
high/low activity of 

organisms. Summer/winter? 

Compaction Exceptional event Submarine landslides, 
earthquakes 

Sampling after one of the 
events cited. 

 

This variability of SGD rates makes the closure of annual budgets of nutrients in coastal 

areas challenging without continuous measurements. Submersible probes to measure 

salinity are common but cannot differentiate fresh SGD from surface waters inputs and 

cannot detect saline SGD fluxes. Total SGD fluxes may be assessed continuously by the 

measure of tracers specific of SGD such as radon or radium. The method for continuous 

measurements of radon using a pump, a module for radon extraction and a RAD7 or an 
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AlphaGard allows continuous measurements (Burnett and Dulaiova, 2003). However, the 

setting requires continuous pumping at high flow rate (>1L min-1) which is power 

consuming (Dulai et al., 2016) and the sensitivity of the equipment to humidity require to 

change drying cylinders relatively frequently. Alternative techniques have been 

developed to suppress the need for pumping, such as the Water Probe (Durridge inc.), but 

they do not allow the temporal resolution required to assess the tidal variation of the SGD 

signature (Dulai et al., 2016). As an attempt to make long term measurements possible, 

techniques to measure radon using submersible gamma ray spectrometers have been also 

applied (e.g. Dulai et al., 2016; Povinec et al., 2006; Tsabaris et al., 2012), but were 

generally limited to measurement periods going from days to week. A recent study 

succeeded in maintaining continuous measurement on a single location during yearly 

timescale (Dulai et al., 2016). For radium isotopes, the main measurement technique 

using a Radium Delayed Coincidence Counter (RaDeCC) is lab-based and sampling require 

to filtrate large volumes of waters through Mn Fibres on site which limit the length of 

studies. Radium-228 and Radium-224 (Eleftheriou et al., 2017) can be also made with 

submersible gamma ray detectors to record the variability of SGD flow. A last option to 

detect SGD is the measurement of the enrichment of methane close to certain submarine 

springs using submersible detectors (Dulaiova et al., 2010). 

The resource and time requirements to measure continuously SGD discharge tend to 

limit the studies measuring continuously SGD discharge to seawater to studies length 

from one to several days at best (e.g. Burnett and Dulaiova, 2003; Hsu et al., 2020; Sadat-

Noori et al., 2015; Taniguchi et al., 2005). To date rare studies succeeded in continuous 

measurement of SGD tracers over several month to years scale (e.g. the SGD sniffer in 

Dulai et al., 2016), and were limited to single locations. 

As continuous measurements of tracers of SGD are generally possible on single 

locations and short timescales, assessing SGD discharge across the year in between 

periods or points of measurements require strategies to assess the SGD variability outside 

of known measure points. Detailing how the survey timing compare to the range of 

changes of SGD drivers in an average year can be an option to do so (e.g. groundwater 

level, tide, and other listed in Table 1). This is the approach that was generally used in 

studies over days timescales, generally with a focus on sea level variability and recharge 
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(e.g. Burnett and Dulaiova, 2003; Hsu et al., 2020; Sadat-Noori et al., 2015; Taniguchi et 

al., 2005). Some studies have used the rainfall patterns in the days preceding a survey to 

assess the potential for SGD discharge due to recharge (e.g. Gregory et al., 2020). Using 

rainfall to assess recharge indirectly however do not consider the effect of the water 

storage present in the aquifer before recharge on the SGD flows. In that sense, changes 

of groundwater level on one or several representative locations (area for preferential 

groundwater flow feeding the spring under study) may be a more appropriate way to 

account for the effect of the long-term storage in the aquifer on SGD flow. Another 

strategy is to use models to assess the potential SGD discharge variability across the year. 

However these estimates generally can only assess freshwater SGD, and can be generally 

validated only using inland groundwater levels (e.g. McCormack et al., 2014; Morrissey et 

al., 2020). Estimates of submarine spring flow are rarely included in the validation or 

calibration steps of such models because of the difficulty to have such estimates. 

Current Irish SGD estimates using geochemical tools (Rocha et al., 2015; Schubert et al., 

2015; McCaul et al., 2016) allowed to differentiate the components and spatial variation 

of SGD for specific seasons or time of the year. The potential temporal variability of SGD 

beyond specific seasons have been assessed using modelling approaches (Cave and Henry, 

2011; McCormack et al., 2014; Morrissey et al., 2020). These three studies showed a 

significant temporal and interannual variability of the fresh SGD discharge. For example, 

the daily averaged flow modelled for Kinvarra springs goes from close to zero flow in July 

2016 to 30 m3 s-1 in January 2016 (Morrissey et al., 2020), and the mean flow modelled for 

Kinvarra West for July goes from 4 to 10 m3 s-1 between 2010 and 2013, depending on the 

year considered (McCormack et al., 2014). However, so far, the outputs of these models 

have not been compared with tracers-based estimates of total SGD, and the variability of 

saline vs fresh SGD during the year remains unknown. Tracer-based estimates of total SGD 

and models are compared for different periods of the year in a selected SGD site in chapter 

3 in this work, and the variability of saline vs fresh SGD ratios are investigated in chapter 

4. 
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2.4.3 The variable residence time of nutrient inputs from SGD in a coastal bay 

Water inputs into coastal areas, such as SGD or river discharge, are generally creating a 

gradient of concentrations and non-uniforms reactions across a system. Such sites may 

not be fully mixed and water inputs may frequently take several days to leave them. For 

example, early studies for “classical” estuaries showed that nutrient could be stored and 

react preferentially in their inner parts (e.g. Figure 2 in Edmond et al., 1981). More recent 

studies showed that peaks of phytoplankton in coastal areas could be related to areas of 

older waters (Tomasky-Holmes et al., 2013). Thus, the effect of any input of waters on a 

coastal bay nutrient balance is not only a function of the flow rates of inputs to coastal 

areas and their compositions, but also depends on how long and where the discharged 

waters remain preferentially. The next section defines the main indicators used to study 

the flushing of coastal systems, reviews their methods of estimation and the causes for 

their variability. 

 

2.4.3.1 Definitions of residence times, water ages and flushing times 

According to Monsen et al. (2002), “no single transport time scale is valid for all time 

periods, locations, and constituents, and no one time scale describes all transport 

processes”. These authors advise rigorous definitions of the terms used and to make sure 

the transport timescale concept used are appropriate for the questions to be answered.  

Definitions of residence time, flushing time and water ages may be variable between 

publications from different years or authors.  In this work, we will use the definitions of 

Monsen et al. (2002), who distinguish three transport timescales commonly used to 

describe the retention of waters or solutes transported in water in a water body: Flushing 

time, residence time and water ages. 

According to Monsen et al. (2002), following Geyer et al., (2000) flushing time is “a bulk 

or integrative parameter that describes the general exchanges characteristics of a water 

body, without identifying the underlying physical processes, the relative importance of 

those processes, or their spatial distribution”. The flushing time  is the most widely used 

parameter to compare the transport timescale for different periods or systems, due to its 

simplicity. For a given well-mixed water body, the flushing time (T) can be calculated as: 
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𝑇 =  
𝑉

𝑄
      (1.1) 

Where V is the volume in the water body, and Q is the volumetric flow rate through 

the water body (Geyer et al., 2000, p 191;Monsen et al., 2002). 

The definition of flushing time in Monsen et al. (2002), following Geyer et al., (2000) is 

distinct from the earlier definition of flushing time used in Officer, (1976) and cited in 

Luketina, (1998) as “the time needed for the river flow to replace all of the river water in 

the estuary”. As a result of these distinct definitions, the tidal prism methods defined by 

Luketina, (1998) as methods to calculate “residence time” are cited in Monsen et al. 

(2002) as methods to calculate “flushing time”. We use in this work, the more recent 

definitions of Monsen et al. (2002) as this definition explicitly allow to account for the 

effect of other physical drivers than river discharge on flushing (e.g. SGD), and this work 

also include discussions on the effect of spatial variability. 

Where tides are driving most of the variability of the exchange with the outside of the 

water body, the tidal prism method defines flushing time as (Dyer, 1973): 

𝑇 =  
(𝑉𝑙+𝑃)𝑇

(1−𝑏)𝑃
      (1.2) 

Where P is the volume between the high and low tide mark, T is the tidal period, V is 

the volume of the bay at low tide, b is a return flow factor (defined as in Sanford et al., 

1992), the fraction of water that left during ebb tide that comes back during the next flood 

tide. Multiple versions of the tidal prism method have been tested by Luketina, (1998) and 

will be tested for an estuary receiving large volumes of fresh SGD in Chapter 3. 

In systems where significant water inputs from land are present (river flow or net flows 

from submarine groundwater discharge, equation 1.2) tend to underestimate flushing 

time and the effect of these inputs on flushing can be accounted for using the following 

equation (Sanford et al. 1992; Luketina, 1998): 

𝑇 =  
𝑉𝑙+𝑃

(1−𝑏)
𝑃

𝑇
+(1+𝑏)

𝑄

2

      (1.3) 

Where Q is the water input to the estuary, and other terms are defined as in equation 

1.2. 
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However, most water bodies are not fully and instantaneously mixed and accounting 

for spatial variability requires to introduce two other timescales (as defined in the work 

of Monsen et al., 2002). 

Water ages is: ‘the time [a water parcel] has spent since entering the estuary through 

one of the boundaries’ (Zimmerman, 1988). Unlike flushing time, it is unique of each water 

parcel in the water body. Consider for example an input of radioactive elements in the 

inner boundary of a coastal bay. As the time goes, water parcels originating from the initial 

inputs are flushed towards the bay mouth and the element decay progressively with time. 

If no other inputs of the element are present in the system, the quantity present in a given 

water parcel would be then a function of the time that the water parcel took to go from 

the source to the measured location, water ages. If the source of radioactive element is 

continuous, then each location will have water parcels with a distribution of ages, which 

averaged value can be determined with sampling (for example the Ra age method in 

section 2.4.3.2).  

Residence time is ‘‘the time it takes for any water parcel of the sample to leave the 

lagoon through its outlet to the sea’’ (Dronkers and Zimmerman, 1982; Monsen et al., 

2002). It is measured from an arbitrary location of a system (Monsen et al., 2002), 

generally, but not always, a source of an element of interest, for example an aquaculture 

activity site providing nutrient to a system. When the reference location is a dominant 

source of the element of interest, for example a river located on one boundary of the 

system, then residence time following this definition is equivalent to the transit time of 

this element in the system, as defined by Sierra et al. (2017) as the: “random variable that 

describes the ages of the particles at the time they leave the boundaries of a system”. In 

numerical models, residence time are defined practically as the time taken by a particle 

or element to leave a control region without returning on the next tide (e.g. Monsen et 

al., 2002).  

In systems where relative water ages increase with distance from a source, the 

residence time can be equivalent to the average water age in the outlet of the system. 

The term residence time is also frequently used to describe a bulk estimate of the renewal 

time of a system or of a section of system vertically well-mixed at high tide, when this 

estimate is including both the influence of tides and water inputs such as river discharge 
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(e.g. Gordon et al., 1996; Luketina, 1998; Sanford et al., 1992). Indeed, the residence time 

of a system can be equivalent to the flushing time as defined by Monsen et al. (2002) 

when it describes the time it takes for a water parcel coming from a single or dominant 

source (ex: a river or spring) to leave a system vertically well mixed at high tide through 

its outlet. 

 

2.4.3.2 Methods to assess flushing times, residence times and water ages 

Five types of methods are used either alone or combined to assess the retention of 

waters in coastal systems: Compartment models, numerical modelling, drifters, flow rates 

measurements, and tracer methods. 

Compartment models generally assess the flushing times of coastal systems by 

approximating them in one or a series of well mixed boxes, and using information on 

estuaries dimensions, water inflow and salinity (for an intercomparison of these models 

see Sheldon, J. E. and Alber, 2002). Can be included in this type of models: flushing times 

estimates, tidal prism models (B. H. Ketchum, 1951; Luketina, 1998; Sanford et al., 1992; 

Wood, 1979) and box models, which are closely related (Officer, 1980). A review of the 

different ways to implement the tidal prism methods in a single box system is given in 

Sanford et al. (1992); and a review of the different versions of such single box tidal prism 

models is given in Luketina (1998). Both of these works are used in this study.  

Hydraulic and numerical modelling (e.g. Oliveira and Baptista, 1997) generally divide 

coastal systems in a large number of cells to assess the spatial variability of residence time 

and water ages of specific areas. They generally require high resolution data from flow 

rate measurements observations, drifters observations, or observation of the spatial 

variability of a scalar of interest to be calibrated or validated.  

Drifters consist in using drifting device to record movements of water parcels in time. 

When large numbers of drifters are used (e.g. 400 drifters and 6000 driftcards in 

Pawlowicz et al., 2019), residence time may be determined by combining drifters 

observations with a box model or numerical model. Alternatively, flow rates in coastal 

systems can be measured to support modelling effort, but a large density of 

measurements is generally required to limit uncertainty. 
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Tracers methods use the measurement of a solute fed in a system to assess residence 

time of a system. The most common method involves the measurement of salinity 

combined with a model, but cannot distinguish between the timescales of different 

freshwater sources. More recently, a method using the measurement of naturally 

occurring radium isotopes in the ocean, elements which are continuously released by 

coastal springs and sediment have been developed (Moore, 2000; Moore et al., 2006). In 

this method, water ages within a system can be determined by measuring the ratio 

between radium isotopes of distinct decay rates. Knowing the decay rates of the different 

radium isotopes, and assuming that all significant Ra sources in the system have close Ra 

ratio, water ages can be then calculated (Moore, 2000; Moore et al., 2006). Two methods 

exists to do so, the “mummy model” (Moore, 2000) is applicable in systems where a single 

source of radium is present; and the “continuous model” (Moore et al., 2006) is applicable 

to systems where the radium inputs occurs continuously from the bay floor, with a 

constant Ra ratio. The “mummy model” does not require a system at steady state relative 

to mixing (Moore, 2000), while the continuous model does require a system at steady 

state (Moore et al., 2006). The “mummy model” allows to assess the time since the solutes 

in a water parcel left contact with a Ra source of known Ra ratio. For example, for the 

224Ra and 223Ra activity ratios the age of the solute (or water age) is given by: 

𝐴 =
𝑙𝑛(𝐼(

𝑅𝑎 
224

𝑅𝑎 
223  ) )−𝑙𝑛(𝐹(

𝑅𝑎 
224

𝑅𝑎 
223  ) )

 

𝜆224−𝜆223
         (1.4) 

 

Where A is the mean water age (in days) in the bay relative to a reference point (or 

mixing end member), F(
𝑅𝑎 

224

𝑅𝑎 
223  )  is the observed 224Ra/223Ra activity ratio (AR) at the 

sampling location, I(
𝑅𝑎 

224

𝑅𝑎 
223  )  is the 224Ra/223Ra activity quotient at the radium source (e.g. 

a coastal spring or intertidal area releasing Ra), and λ223 and λ224 are the decay constants 

of 223Ra (0.0608 day-1) and 224Ra  (0.19 day-1) respectively. This approach assumes that the 

radium activity ratios of the freshwater end member are constant during the survey 

period, and that there is no inputs of new radium to the system large enough to modify 

Ra ratios along the transect (Moore, 2000). 

The continuous water model (Moore et al., 2006) defines water ages from the 228Ra and 

224Ra as follows: 
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𝐴 =
𝐹(224𝑅𝑎/ 𝑅𝑎 

228 )−𝐼(224𝑅𝑎/ 𝑅𝑎) 
228

𝜆224×𝐼(224𝑅𝑎/ 𝑅𝑎) 
228 −𝜆228×𝐹(224𝑅𝑎/ 𝑅𝑎 

223 )
≈

𝐹(224𝑅𝑎/ 𝑅𝑎 
228 )+𝐼(224𝑅𝑎/ 𝑅𝑎) 

228

𝜆224×𝐼(224𝑅𝑎/ 𝑅𝑎) 
228   (1.5) 

Where F(
𝑅𝑎 

224

𝑅𝑎 
228

 )  is the observed 224Ra/228Ra activity ratio (AR) at the sampling location, 

I(
𝑅𝑎 

224

𝑅𝑎 
228  )  is the 224Ra/228Ra activity quotient at the radium source (e.g. a coastal spring or 

intertidal area releasing Ra), and λ22 and λ224 are the decay constants of 224Ra (2.8 10-4 day-

1) and 224Ra  (0.19 day-1) respectively. 

Similarly, for 224Ra and 223Ra we can demonstrate (as shown in appendix 1.1), with 

same notations than equation 1.4: 

𝐴 =
𝐹(224𝑅𝑎/ 𝑅𝑎 

223 )−𝐼(224𝑅𝑎/ 223𝑅𝑎)

𝜆224×𝐼(224𝑅𝑎/ 223𝑅𝑎)−𝜆223×𝐹(224𝑅𝑎/ 𝑅𝑎 
223 )

     (1.6) 

As SGD leads generally to large sources of radium to coastal areas, tracers-based 

method using radium seems particularly suited for the assessment of the variability of the 

ageing of SGD fluxes within coastal systems. However, this method requires a single 

source of radium in the system with a known Ra ratio (the “endmember”). This 

approximation thus requires either negligible Ra inputs along the bay after the main 

source, for example as a result of stratification limiting the Ra inputs to surface samples 

(for the “mummy” model), or similar Ra ratios between the Ra fluxes from deep sediment 

and SGD fluxes along the coastlines (for the “continuous” model). If other sources are 

present, then the water ages will tend to be underestimated if Ra ratios in these sources 

are larger than the Ratios in the water column. On the other hand, both compartment 

models and numerical models are frequently reliant on known inputs of water from land, 

and their estimation of residence time might be potentially modified if large fresh SGD 

inputs are present in addition to river discharges. Drifters are not influenced by these 

limitations but require very large number of measurement points, and to be coupled with 

modelling to assess residence time. Ra isotopes are thus used in this work to assess the 

variability of water ages in SGD (see Chapter 3)  or river influenced systems (see Chapter 

5). Finally, the water age and residence time provide limited information on time-

dependant variability in systems where multiple solute sources/sinks contribute on similar 

scale to the solute budget. For these systems, advective-dispersive models or other type 

of numerical model including the different sources/sinks and the transport mechanisms 

would more appropriately represent the solute dynamic. An example of such model for 
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one dimensional cross-shelf transport of SGD is provided in Lamontagne and Webster, 

(2019). 

Nevertheless, developing a detailed advection dispersion model for a dynamic system 

such as an estuary require a detailed characterisation of the elemental balance of the 

element in the system and can be time and cost demanding. In this context, the residence 

time or water age concept is a valuable approximation to characterise the time-

dependant variability of solute flushing in systems where one solute endmember, such as 

a river or a spring, dominate the solute budget. It could be also valuable to identify and 

highlight specific retention zones when a model specific to every solute of interest cannot 

be developed. The next subsection describes the variability of residence time in coastal 

systems and its effect on the spatially variable flushing of SGD in coastal areas. 

2.4.3.3 Causes for variable residence times, water ages and flushing times and their 
effects on the storage of SGD waters in coastal systems. 

Periods of stronger tides tend to increase the rate of flushing of coastal systems 

(Luketina, 1998), while periods of increasing water inputs in estuaries tend to decrease 

residence time of elements in estuaries (Alber and Sheldon, 1999). For example, a log-

normal relationship between flushing time and discharge (Alber and Sheldon, 1999) was 

previously identified (Figure 7). As a result of this relationship, the effect of a changing 

discharge on flushing time may be either very high if the initial range of discharge is low, 

or lower if the initial range of discharge is high.  

 

 
Figure 7: Effect of discharge on flushing time in five Georgia estuaries (modified figure with a log-
normal scale from Alber and Sheldon, 1999 with permission from Estuarine, Coastal and Shelf 
Science) 

Moreover, the combined effect of tides and marine currents outside of a bay may drive 

some of the discharged water from SGD or rivers back to the bay or coastal area. This flow 



62 

 

occurs if the plume of discharged water is not entirely dispersed outside of the bay (e.g. 

Figure 8) and can be returned partially during the next rising tide. Studies attempting to 

account for this fact introduce a return flow factor term, defined as the percentage of 

water leaving on the ebb that is returning during the next flood tide (Sanford et al., 1992). 

For Kinvarra Bay, Rocha et al. (2015) determined with Ra isotopes during low discharge a 

return flow factor of 0.86+-0.4, suggesting that the bay retain the majority of the 

discharged water to the system for several tidal cycles. The retention of discharged water 

in the inner bay was recently confirmed (Gregory et al., 2020), which validate this 

observation. The effect of the tide was also highlighted, with larger retention of 

freshwater during neap tide periods than during spring tide periods. Interestingly, recent 

sea temperature observation in Kinvarra Bay also identified a plume of similar shape 

(Figure 9b) that what found in the original Sanford (1992) paper (Figure 9a). This similarity 

suggests that the Sanford method to assess return flow may work well in Ireland for 

enclosed bays like Kinvarra Bay, discharging in a broader coastal area. 

 

 
Figure 8: Effect of tidal stages on the storage of fresh SGD waters in Kinvarra Bay (Reproduced 
from: Gregory et al., 2020 with permission from Estuarine, Coastal and Shelf Science). Salinity data 
for neap and spring tides show tidal excursion of approximately 1.5km and 3km respectively, as 
shown by the movement of the S=28 contour (neap tide) and S= 32.5 contour spring tide), marked 
in red. Neap sampling was completed with very light to no wind while spring sampling had stiff 
northerly (opposing) breeze (>15 knots). 
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Figure 9: Illustration of two plumes of water remaining outside of a coastal bay where inputs of 
solutes occur. (a) in the paper that introduced the concept of return flow factor (Figure 
reproduced from Sanford et al., 1992) and (b) in Kinvarra Bay (Figure reproduced from  Lecher and 
Mackey, 2018, with open access Creative Commons CC BY license). (a) represents the measured 
surface dilution of dye from bay colony Marina on 15th June 1990, while (b) represents sea surface 
temperature anomaly taken the 2nd of January 2017 in Kinvarra Bay outlet (centre-right of the 
map). 

Our review of the effect of residence time for the storage of SGD in coastal systems 

suggest that the joint effect of tide and river flow can lead to large changes of the fraction 

of coastal water affected by SGD for a given SGD flow. In Kinvarra, the residence times 

and the spatial variability of water ages were measured with 224Ra/223Ra in summer low 

(a) 

(b) 
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discharge surveys (Rocha et al., 2015). However, the spatial variability of ages and its 

response to varying conditions of discharge and time of the year is currently unknown and 

will be investigated in this study in chapter 3. 

2.4.3.4 Limits of the residence time and water ages concepts 

 
While useful as a simple way to compare the spatial and temporal variability of aquatic 

systems, the concepts of residence time and water age also have limitations. When 

diffusion is important, the apparent ages derived from radio-tracers typically 

underestimate the “true” water ages, with a difference increasing with the time 

difference between the half-life of the tracer and the timescale of the exchange in the 

system of interest (Deleersnijder et al., 2001; Delhez et al., 2003). To limit this drawback, 

radiotracers with half-life in the order of the age of the system might be selected. Moore, 

(2000) already noticed in its original development a better performance of certain tracer 

couple of tracers, through a lower spread of water ages results from specific pairs of 

tracers: “the 224Ra/223Ra methods is better for ages in the range 1-7 days and the 

224Ra/ex228Ra method is better for age in the range 7-40 days”.  

Moreover, mixing processes in aquatic environments can lead to different ages for 

different constituents (Deleersnijder et al., 2001). Radio-age computed from the ratio of 

the activities of two radioactive tracers is always intermediate between the ages of these 

two tracers (Delhez et al., 2003). This could, if different isotopes of an atom have distinct 

sources and sinks, lead to distinct ages when using different isotopes pair. To avoid these 

limitations of radiotracers, it has been suggested in hydrogeology to use the tracer 

measurements directly to calibrate models (Suckow, 2014). Such a model would provide 

additional meaningful information if sufficient information on the different sources is 

available.  

Despite their limitations, apparent water ages derived from radiotracers allow to quantify 

the variability of flushing without deployment of an advective-dispersive model, which is 

more time and resource demanding, and require more computational power and 

information on the system. Probably for this reason, apparent water ages derived from 

radiotracers are still commonly applied to quantify water ages variability in aquatic 

systems (e.g. Tamborski et al., 2017; Tomasky-Holmes et al., 2013; Rocha et al., 2015). The 
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present thesis uses the concepts of apparent water ages and residence time as a way to 

highlight the spatial and temporal variability of flushing. This approach aims to give a 

preliminary interpretation of the effect of variable flushing on the reactive elements of 

interest, before an advective-dispersive model or a more detailed model can be eventually 

applied for the systems studied. Such approach using advective-dispersive models for 

Radium tracers has been recently described in Lamontagne and Webster, (2019) and 

adaptation of the method in the estuaries studied here could be applied when sufficient 

resources and information are available to do so. 

 

2.4.4 Effect of SGD on aquaculture and coastal ecosystems. 

A review of the effect of submarine groundwater discharge on marine biota was 

recently published (Lecher and Mackey, 2018). SGD affects marine biota by (1) modifying 

water physicochemical properties (reducing temperature, adding nutrients, changing pH), 

(2) modifying rates of vertical mixing (either creating salinity stratification or reducing 

stratification) and (3) adding microorganisms from land to the sea (virus, bacteria). (Figure 

11). When SGD changes vertical mixing or supplies fluxes of microorganisms to coastal 

areas, it also modifies water physicochemical properties or provides additional solutes to 

coastal areas at the same time. This section will thus focus on the variable effect of SGD 

on solute fluxes and physicochemical changes in coastal areas. 

SGD provides marine ecosystems with more sustained and stable nutrient inputs than 

surface inputs, which vary quickly as a response to net rainfall events. These nutrients 

sustain across the year the primary ecosystem production of phytoplankton, algae and 

plants. As a result, elevated chlorophyll-a and high radon activities, an indicator of SGD 

fluxes, often occurs together (Honda et al., 2018; Su et al., 2014; Valiela et al., 1992). This 

sustained primary production has cascading effects on other organisms and higher trophic 

levels, which may have positive, or negative impacts on the marine ecosystems depending 

on the prevailing conditions (Lecher and Mackey, 2018). 

Fresh SGD and saline SGD have a distinct effect on marine ecosystems. Fresh SGD 

decreases coastal areas salinity which may negatively impact organisms adapted to 

marine environments and can reduce the marine primary production around the coastal 
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springs. However, it also provides new nutrients to the overall system, which amplify 

primary production on locations where the water inputs are sufficiently dilute. Saline SGD 

supplies recycled or new nutrient to coastal systems without decreasing bay water 

salinities. As a result of these differences, primary production is more likely to be amplified 

at the locations where mainly saline SGD is present than at locations where mainly fresh 

SGD is present. For example, locations close to saline SGD inputs favours more diatoms 

species such as Pseudo nitzchia than locations close to freshwater inputs (Lecher and 

Mackey, 2018; Liefer et al., 2009) (Figure 11 b). 

Moreover, both saline and fresh SGD are frequently enriched in Si compared to 

seawater. Si enrichments can also amplify primary production when this nutrient is 

limiting (Lecher and Mackey, 2018), and favour specifically the growth of diatoms over 

other species (Figure 11a). This amplified growth of diatoms can convert more dissolved 

inorganic nutrients in organic nutrients, which benefits other species such as 

cyanobacteria, criptophytes and dinoflagellates (Figure 11a). 

SGD transports a variable quantity of nutrients (nitrogen, phosphorus…) to coastal 

areas depending on the scale considered (see section 2.4.2), and frequently transforms 

them along the flow path (see section 2.4.1.2). As phosphorus has a greater affinity with 

particles than nitrogen, the N:P ratios in groundwater are generally higher than the 

Redfield ratio (N:P=16). Changes of the nitrogen: phosphorus ratios or quantity of nutrient 

loads to coastal areas can modify primary production and promote eutrophication (e.g. 

see Figure 10). Groundwater discharge might thus drive primary productivity in coastal 

areas to P limitation (Welskel and Howes, 1992), which was already observed in Ireland 

for Kinvarra Bay during summer (Rocha et al., 2015).  

As shown previously in part 2.4.1.2.2, the reactions occurring within the subterranean 

estuary are also affecting the N:P ratio, potentially decreasing or increasing the ratio at 

different times of the year, depending on oxygen levels, inputs of labile organic matter, 

salinity changes, and the structure of the subterranean estuary (Slomp and Van Cappellen, 

2004). This larger N:P ratio can modify the ratio in marine plants and algae, increasing 

macrophyte biomass but reducing their diversity (Lecher and Mackey, 2018). It can also 

favour the development of phytoplankton species adapted to P limitation. 
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Partly for these combined reasons, SGD nutrient loading influences the occurrence of 

harmful algal blooms (HAB) (Cheng et al., 2020; Laroche et al., 1997; Lecher et al., 2015; 

Liefer et al., 2009), formed by the proliferation of phytoplankton species producing 

marine toxins (Gerssen et al., 2010) or leading to oxygen depletion in the water column 

(Silke et al., 2005). For example, a study showed that blooms occur on average 10-20 days 

after the occurrence of a peak of nutrient inputs from SGD (Cheng et al., 2020). In such a 

context, understanding the drivers and the timing of changes of N:P ratios and nutrient 

loads from SGD in a coastal system may be highly beneficial for aquaculture, coastal 

ecosystem and communities (Lecher and Mackey, 2018). 

 

 
Figure 10: Simplified representation of the links between the physical and chemical environment 
and plankton productivity, with possible consequences on climate change and an increase in 
eutrophication on phytoplankton (reproduced from Edwards, 2000, with author’s permission, 
based on Beusekom and Diel Christiansen (1994) and Dickson (1992)). 

In Ireland, so far, few studies assessed the effect of SGD inputs on periods of increasing 

primary production and harmful algae blooms. However, harmful algae blooms have 

notable impacts on aquaculture and fisheries since 1976 (Parker et al., 1982). Early 

phytoplankton long term datasets noted a decrease of diatoms relative to flagellates 

between 1958 and 1974 (Reid, 1977), an apparent change also present in other parts of 

the word, under different periods (Hallegraeff, 1993). This shift towards larger 

dinoflagellates communities is concomitant with an apparent global increase of harmful 

algae blooms frequency (Hallegraeff, 1993). Potential causes for this apparent increase 

include: increasing nutrient loads to coastal areas due to the growth of population, 
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favourable climate conditions, transport of invasive phytoplankton species in ship ballast, 

and a growing perception of HAB due to the increasing scientific awareness and increasing 

use of coastal areas for aquaculture (Hallegraeff, 1993). 

Beyond a concentration threshold of phytoplankton or macroalgae in the water 

column, blooms can lead to mortality of coastal and aquaculture organisms. The large 

presence of phytoplankton and macroalgae can favour (1) oxygen super-saturation during 

daylight hours followed by (2) oxygen depletion during the late hours of darkness (Marine 

Institute et al., 2005), and (3) irritation and clogging of gill membranes by the algal 

biomass (Parker et al., 1982). The toxins produced by some species under stress 

conditions (e.g. nutrient limiting conditions at the end of blooms for Pseudo-nitzschia 

(Bates et al., 1998; Trainer et al., 2012)) are also causing concerns. To date, seven 

important human illnesses associated with microalgae toxins are known (Hallegraeff, 

1993; Lagos, 1998; Ló Pez-Rivera et al., 2009; Yasumoto et al., 1995; Yasumoto and 

Murata, 1993), among which four are occurring during algae blooms in Irish waters 

(Marine Institute et al. 2005, p. 5). The direct and indirect effect on human society was 

estimated to be between $33 and $82 million for the U.S. alone (Anderson et al., 2000). 

In addition to this, increasing development of macroalgae blooms (e.g. Ulva blooms, Wan 

et al. 2017 ), with the associated H2S production by decomposition (Great Britain. 

Environment Agency., 2009; Reiffenstein et al., 1992), was related with odour nuisance 

(Melia, 2014; The Irish Times, 2010) with the associated impact for tourism and coastal 

activities. At least one case of death was suspected linked to H2S accumulation from 

seaweed (BBC news, 2009; Pouchar, 2015). In this context, investigation the role of SGD 

for supplying nutrient for blooms in coastal areas will favour a better management of the 

impacts of HAB on coastal communities, ecosystem and aquaculture. The potential effect 

of SGD nutrient fluxes on phytoplankton growth and N assimilation of mussels is 

investigated using a lower trophic model in chapter 5.   
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Figure 11: Summary of the effect of SGD on marine biota (reproduced from Lecher and Mackey, 
2018, under open access Creative Commons CC BY license). In (A), inputs of nitrate and dissolved 
silica from SGD induces the growth of diatoms that consume nitrate and phosphate in the water 
column. The diatoms transform the inorganic nutrients into organic nitrogen and phosphorous, 
which are used by dinoflagellates and cyanobacteria or brown tides. Cryptophytes graze the 
dinoflagellates and cyanobacteria. The discharge of groundwater high in ammonium and 
phosphate aids the development of dinoflagellates in addition to diatoms. In (B), the discharge of 
fresh groundwater increases the abundance of freshwater-preferring and pennate diatoms. Saline 
SGD from seawater that has circulated through the coastal aquifer spurs the growth of Pseudo-
nitzschia. Vertical mixing from high discharge submarine springs suspends benthic diatoms and 
dinoflagellates. In (C), faecal indicator bacteria (FIB) and enteric viruses enter the groundwater 
system from anthropogenic waste sources. The FIB are diluted as salinity increases until FIB and 
viruses are output to the coastal ocean via SGD. Concentrations of FIB abundance decrease faster 
than viruses, due to their faster degradation time in seawater. Viruses and FIB negatively affect 
corals, in addition to causing beach closures. 

 

(a) 

(b) 

(c) 
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2.5 Questions arising from the literature review. 

The earlier sections reviewed the drivers of SGD, its methods of measurements and its 

effect on coastal areas nutrient balances. This review gives a theoretical framework to 

study (1) the timing and spatial variability of the total water fluxes to coastal areas coming 

from rocks and sediment (2) the nutrient flux into coastal areas driven by Submarine 

Groundwater Discharge and (3) its effect on the water column chemistry and 

phytoplankton abundance and communities.  

SGD is composed of a mix of seawater, recirculated through rocks and soils, and 

groundwater, with a variable relative proportion depending on tides, groundwater level, 

wave setup, geology. As a result of this variable, mixed composition, the effect of nutrients 

fluxes from SGD on coastal areas is complex to estimate: only a small proportion of the 

total SGD flux is directly measurable in coastal springs and models to assess saline SGD 

require assumptions difficult to verify. The freshwater component of the SGD fluxes to 

coastal areas have been the most studied. However, the variability of SGD during the year 

is generally poorly characterised and rarely account for the combined effect of the natural 

drivers (effect of storms, effects of density difference in the subterranean estuary) and 

the nutrient reactions involved in Irish subterranean estuaries. In addition to this, the 

effect of saline SGD in Irish water is still to be described, as current estimate focused on 

the freshwater component, or only sampled coastal springs, without considering the 

potential processes occurring during the mixing of freshwater and seawater in the aquifer 

(the subterranean estuary). The effect of recirculated seawater on the composition of the 

discharged waters is poorly characterised so far for karst. Most of the study of saline 

intrusion so far was related to its effect on the pumping of coastal resources for water 

supply (e.g. in Geological Survey, 1965), and less so for characterising its effect on the 

balance of elements in coastal areas.  

Furthermore, the impact of SGD on the frequency of eutrophication by the additional 

nutrient inputs it provides to coastal areas is difficult to quantify for additional reasons: 

Nutrients level within the water itself are non-conservative, both along time and along its 

pathways (Ibánhez and Rocha, 2016; Slomp and Van Cappellen, 2004). The mixing zone 

between recirculated seawater and groundwater is changing the nutrients levels within 

SGD when saline and freshwaters mix, particularly if the two water masses are under 
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different redox conditions. The so-called subterranean estuary can act either as a source 

or as a sink of nutrient depending, for example, on nutrient levels, organic carbon, and 

oxygen availability. Finally, the SGD fluxes are not instantly flushed to the open ocean 

once leaving the aquifer but can remain variable times in specific locations in coastal 

systems, as a function of tides and changes of marine currents outside of the system. A 

given load of solute from SGD is more likely to significantly affect a site if it occurs during 

neap tides periods than if it occurs during spring tides periods. This effect of tide on 

flushing characteristic was confirmed recently for Kinvarra Bay (e.g. Figure 2 in Gregory et 

al., 2020), but the potential practical implication for the coastal management of sites with 

solute inputs from SGD is still to determine.  

In this context, developing further the understanding of the parameters driving (1) the 

changes of SGD compositions, (2) their quantity and (3) where when and how long the 

SGD waters remain the longer in coastal systems will benefit the management of coastal 

systems. The next chapters will investigate how to do so, as follows. 

The changes in SGD composition and abundance during the year are investigated in 

Chapters 3 and 4 using the example of a study site with major SGD inputs, Kinvarra Bay. 

Chapter 3 compare a series of methods applicable to assess total SGD. A potential issue is 

highlighted in the tracer methods based on non-conservative solutes. Improvements of 

the methods are developed to correct SGD figures for the spatial variability of flushing in 

an estuary affected by SGD. Chapter 4 assesses in Kinvarra Bay the saline SGD (or 

recirculated SGD), and investigate its potential effect on the nutrient composition of the 

total SGD fluxes to the bay.  

Chapter 5 use radium isotopes, nutrient and salinity measurements in Killary Harbour 

to illustrate how variable stratification and flushing rates modifies the nutrient availability 

of a given solute for primary production when solute fluxes occur from deep sediments.  

The sixth chapter of this work combined the observations on the variability of SGD 

fluxes and the information on flushing rates in the system with nutrient mass balances 

and models to study the effect of SGD on aquaculture for Kinvarra Bay. This last chapter 

derive a series of conclusions applicable for the development of policies to ensure the 

preservation and optimisation of the SGD value for coastal ecosystems and aquaculture 

activities. 
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Chapters 3 to 6 are organised as journal articles, to allow each of them to be read as a 

standalone work and facilitate their future publication. Chapters 3 and 5 have been 

already submitted respectively to the Journal of Hydrology and Marine Chemistry and 

published. The current version of Chapter 5 and Chapter 3 are modified following 

feedbacks from Marine Chemistry’s and Journal of Hydrology’s reviewers respectively and 

were updated following suggestions from the reviewers of this thesis. 

 

Appendix 1.1: Adaptation of the continuous model to 224Ra/223Ra: 
 
Following a similar approach than previously done for 222Ra/228Ra (Moore et al., 2006) the 

continuous model for 224Ra/223Ra to get water ages can be expressed as : 

The equation for the 224Ra balance can be expressed similarly as in Moore, Blanton and Joye, 

(2006): 

𝐹224𝑅𝑎 = 𝐼224𝑅𝑎 (𝜆224 +
1

𝑡
) = 𝑅𝑎  

224 𝐷𝑒𝑐𝑎𝑦𝑒𝑑 + 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑅𝑎  
224  𝑖𝑛𝑝𝑢𝑡   (11) 

Where F 224Ra is the total flux of 224Ra to the system, I 224Ra is the inventory of 224Ra in the 

system, λ224 is the decay constant for 224Ra, and t is the apparent age of water in the system. We 

can write a similar equation for 223Ra: 

𝐹223𝑅𝑎 = 𝐼223𝑅𝑎(𝜆223 +
1

𝑡
)        (12) 

Now divide equation (11) by equation (12): 

𝐹(224𝑅𝑎/ 𝑅𝑎 
223 ) = 𝐼224𝑅𝑎(𝜆224 +

1

𝑡
)/(𝐼223𝑅𝑎(𝜆223 +

1

𝑡
))    (13) 

Eq. 13 can be rearranged: 

𝑇 =
𝐹(224𝑅𝑎/ 𝑅𝑎 

223 )+𝐼(224𝑅𝑎/ 𝑅𝑎) 
223

𝜆224∗𝐼(224𝑅𝑎/ 𝑅𝑎) 
223 −𝐹(224𝑅𝑎/ 𝑅𝑎 

223 )∗𝐼223𝑅𝑎∗𝜆223
    (14) 

Which give the general equation for the continuous model: 

𝑇 =
𝐹(224𝑅𝑎/ 𝑅𝑎 

223 )−𝐼(224𝑅𝑎/ 223𝑅𝑎)

𝜆224∗𝐼(224𝑅𝑎/ 223𝑅𝑎)−𝐹(224𝑅𝑎/ 𝑅𝑎 
223 )∗𝜆223

     (15) 
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3 PAPER A: Rethinking tracer-based (Ra, Rn, salinity) 

approaches to estimate point-source submarine groundwater 

discharge (SGD) into coastal systems. 

 

 

 

Keywords: Submarine groundwater discharge, Karst, Radon, Radium, Modelling, 

Salinity, Ireland  

Highlights: 

 Marine tracer-based approaches to estimate SGD are evaluated for a small bay 

 The tracer-derived SGD magnitude is dependent on budget model assumptions. 

 Inventorying tracers by different methods raises large differences in SGD 

estimates. 

 Bay-ocean exchange rates and spatial variability of water ages affect SGD 

assessment. 

 A method is suggested to correct for this effect using radium relative water ages. 
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3.1 Abstract 

Submarine groundwater discharge (SGD) is a potentially more important source of 

solutes to the global oceans than river flow. As a result, the accuracy of predictions of the 

magnitude and seasonal variability of SGD to the sea is critical for the management of 

coastal marine ecosystems. For a model site (Kinvarra Bay, Ireland) dominated by point 

source SGD inputs, different ways to consider water residence time within the system and 

water exchange across its boundaries could lead to massive differences between 

estimates provided by different marine tracer-based methods. For example, results from 

tidal-prism and freshwater fraction models, the most widely used approaches to quantify 

freshwater fluxes into marine areas of restricted exchange, vary by one order of 

magnitude depending on the chosen method to consider the water exchange across the 

outer system boundaries and whether Snapshot or Eulerian data are used. As 

demonstrated, SGD estimates based on single location time series (Eulerian) outside of a 

retention area can lead to consistently lower estimates than when using transect data 

(Snapshot data). 

Moreover, the outcome of radon (222Rn) based SGD estimates depends on the way the 

effect of water age variability on radon decay and degassing is accounted for. A solution 

to this conceptual problem is provided by developing a correction to 222Rn budgetary 

approaches to estimate SGD, based on the spatial variation of water ages estimated from 

radium isotopes (223Ra, 224Ra) in solution. New data is used to compare the different sets 

of approaches while examining the validity of their underlying assumptions to verify 

internal consistency.  The substantial range of published data on Kinvarra Bay to assess 

the quality of results produced with the new method. 
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3.2 Introduction 

Increasing evidence shows that Submarine Groundwater Discharge (SGD), defined as 

the flow of water from the seabed to the coastal ocean regardless of fluid composition or 

driving force (Burnett et al., 2003), is a larger source of dissolved chemicals to the ocean 

than river water (Kwon et al., 2014; Moore et al., 2008; Rodellas et al., 2015a). Hence 

accurate SGD rates are necessary to validate marine biogeochemical budgets of 

ecosystem sensitive elements such as carbon, nitrogen and phosphorus.  

Taniguchi et al. 2019 reviews the array of methods to quantify SGD in use to date. 

Seepage meters (Lee, 1977) measure total SGD fluxes over small areas (typically ~0.25-1 

m2 e.g., Leote et al., 2008). Salt or catchment-based water budgets help estimate fresh 

groundwater flows over larger coastline lengths. Radioactive tracers of SGD, such as 

radium (Kwon et al., 2014; Moore et al., 2008; Rodellas et al., 2015a) or radon (Burnett 

and Dulaiova, 2003) have been increasingly employed to estimate total SGD (fresh 

groundwater plus recirculated seawater) at regional scales (Burnett et al., 2008, 2001; 

Dulaiova et al., 2010; Rocha et al., 2016; Sadat-Noori et al., 2015). Finally, hydrogeological 

models can be used to predict fresh and occasionally saline SGD rates, but require 

calibration, making direct or tracer-based quantification of SGD essential for validation. 

Yet, quantifying SGD remains challenging because of its spatial and temporal variability.  

Tracer budgets, while time consuming, integrate a measure of temporal variability 

producing snapshots of discharge for entire coastal systems. But to measure annual or 

multiannual SGD, its temporal variability (intra- and inter-annual) has to be evaluated.  

However, flow rates derived from tracer budget methods are sensitive to the sampling 

strategy, how whole-system tracer inventories are obtained, and to the mathematical 

simplifications that allow closure of mass balances. Combined, these sensitivities lead to 

large disparities in SGD magnitude estimates, even when the same tracer data are used.  

For example, water exchange between coastal systems and the open ocean can be 

quantified in multiple ways, with different results (e.g. Dyer and Taylor, 1973; Gordon et 

al., 1996; Ketchum, 1951; Luketina, 1998; Sanford et al., 1992a). Hydrodynamics driven by 

winds, tides and watershed inputs makes mixing within coastal systems spatially variable, 

so rather than a homogeneous volume, they comprise a distribution of water masses with 

distinct biogeochemical histories. The water age, defined as the time since a water parcel 
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was separated from a solute source (here Kinvarra springs) and its distribution is therefore 

essential to develop accurate non-conservative elemental budgets in areas of restricted 

exchange (Monsen et al., 2002). Groundwater generally contain much larger 222Rn activity 

than seawater, and sediment release 223Ra and 224Ra when in brackish to saline waters. 

Consequently, these elements are valuable tracers of SGD in seawater. However, they are 

subject to radioactive decay, and for Radon, degassing and consequently, their use in SGD 

budgets requires to constrain the transport processes in the studied system and this is 

most often lacking.   

We show how these factors affect SGD estimates and develop potential ways to 

overcome bias using Kinvarra bay, a groundwater dependant coastal system, as a testbed. 

Groundwater-surface water interactions in Kinvarra have been intensively studied since 

the 90’s (Drew and Daly, 1993; Drew, 2003, 2008; Cave and Henry, 2011; Smith and Cave, 

2012; Einsiedl, 2012; Petrunic, Einsiedl and Duffy, 2012; McCormack et al., 2014; Rocha et 

al., 2015; Schubert et al., 2015; McCormack et al., 2016; Gregory et al., 2020; Morrissey 

et al., 2020). Seepage meters are impractical there because of its karstic shoreline, which 

hosts multiple points of focused discharge. Thus SGD studies to date estimated 

groundwater inputs using tidal prism and freshwater fraction models or whole system salt 

budgets (e.g., inter-alia, Cave and Henry, 2011; McCormack et al., 2014), occasionally 

combined with radiotracer methods (Rocha et al., 2015). However, very few studies 

(Rocha et al., 2015; Schubert et al., 2015) combined radiotracer budgets with independent 

approaches to evaluate internal consistency of SGD quantification, and the majority of 

tracer data available for the system was collected during low flow periods (spring, 

summer). Catchment-based approaches, including karst flow models (McCormack et al., 

2014, Morrissey et al., 2020) have been developed beside tracer-based studies on the 

seaward side, but they require discharge measurements at the modelled location for 

calibration and validation.  

While estimates of SGD into Kinvarra have been available since 1993 (Drew and Daly, 

1993), they differ sometimes considerably, with assessments varying from ~104 m3 d-1 

during summer (Rocha et al., 2015) to 106-107 m3 d-1 for annual projections (Cave and 

Henry, 2011). Most studies were carried out independently and provide figures that cover 

only short periods of time, and SGD is subject to tidal, seasonal and interannual variability. 
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Nevertheless, hydrogeological models, which aim to integrate discharge estimates over 

timescales beyond short-term (snapshot) assessments, require reliable quantification of 

SGD flow rates at matching timescales to ensure calibration and confidently offer 

predictive capability. Understanding the cause of discrepancy of SGD fluxes between 

different studies will ensure derivation of reliable annual water, carbon or nutrient 

balances for the system. 

Here, we revisit past estimates of SGD for Kinvarra Bay, conduct new radiotracer (Rn, 

Ra) surveys, close mass balances under a range of different assumptions, and compare 

the results with those provided by hydrogeological models (McCormack et al., 2016). Our 

study aims to explain the difference between SGD estimates across different hydrological 

seasons and years. To this end, we first review the methods used to determine SGD into 

coastal areas from karst aquifers. We test the assumptions underpinning these methods 

using data collected in successive surveys of salinity, 222Rn, 224Ra and 223Ra, and ancillary 

environmental monitoring data available for different groundwater level conditions. We 

then compare the results of disparate SGD flow estimates resulting from different tidal 

prism and hydrogeological models, radon and water mass balances, using the 

groundwater head in the nearby karst aquifer as an indicator of the hydraulic gradient 

driving the flow.  
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3.3 Site description 

Kinvarra Bay in the west coast of Ireland is fed by a major karst network (Figure 12). The 

bay hosts significant mussel (Mytilus Edulis) and oyster (Crassostrea Gigas) aquaculture 

(Tully and Clarke, 2012; Marine Institute, 2019). Tourism is the main tertiary industry in 

the region and the largest employer (Gallagher et al., 2010), bringing a seasonal (higher 

during summer) peak influx of pollution that was transferred into the bay as sewage up 

to May 2017, when a wastewater treatment plant entered service. 

 

Figure 12: Location of water sampling sites in Kinvarra Bay and of the catchment feeding the two 
main springs of the bay, Kinvarra West/Arch (KW) and Kinvarra East/Castle (KE). “BH” mark the 
location of the borehole used in this study as representative of groundwater composition flowing 
to Kinvarra. Killiny Borehole (KL) is the location were the EPA monitor groundwater level 
continuously. The geology shown (Geological Survey, 2019) is grouped by main lithologies relevant 
for water circulation within the catchment. Grey lines connect points identified by previous tracing 
studies (Geological Survey, 2019) as linked by a karst network. The approximate location of a 
major cave network (e.g.: underground river) identified by cave exploration and surface features 
is shown in red and taken from Drew (Drew, 2003).  
 

Groundwater inputs (5-30 m3 s-1 as per Drew, 2008) originate mainly from two springs 

located in the upper part of the bay. These drain a catchment of approximately 500 km2, 

in which the lower basin is well-developed limestone karst that is partly fed by river water 



79 

 

draining an upper sandstone basin (Clare and Mcnamara, 2009; Morrissey et al., 2020) 

(Figure 12). Previous studies used different names to describe the two dominant springs 

in Kinvarra Bay: they are referred to as the Castle spring and the Arch spring (e.g. Cave 

and Henry, 2011; Smith and Cave, 2012) or as Kinvarra East and Kinvarra West 

(McCormack et al., 2014; Morrissey et al., 2020). According to Cave and Henry, (2011), the 

Arch spring is not perennial and is thought to drain shallower karst conduits. In contrast, 

the Castle spring, located next to Dunguaire castle is perennial and thus thought to drain 

a deeper karst network. According to McCormack et al., (2014): “Kinvarra West (KW) (..) 

serves as the outlet of a major, primarily allogenically fed, karst conduit network and 

Kinvarra East (KE) (…) discharges water from more diffuse/autogenic sources”.  

Following Cave and Henry, (2011) the Castle spring is perennial, fed by a deep karst 

network, and is located next to Dunguaire Castle. Thus the Castle spring as defined by 

Cave and Henry, (2011) is likely to be the spring marked as Kinvarra East on the map of 

McCormack et al., (2014). Furthermore, Cave and Henry, (2011) states that the Arch spring 

drains shallower sources. This also correspond to the description of McCormack et al., 

(2014) of Kinvarra West as fed mainly from “allogenic sources” (ex: river water from the 

upper catchment). According to McCormack et al., (2014), Kinvarra East drain 20%, from 

the catchment size, and is thus expected to represent a minor fraction of the total fresh 

water flow. Further modelling work by Morrissey et al., (2020) also consider that the 

majority of the flow from the catchment flows to Kinvarra West. Conversely, Smith and 

Cave, (2012), showed that under normal winter condition the freshwater source to the 

bay is 70% Castle ‘type’ source water and 30% Arch ‘type’ source. The cause for this 

apparent contradiction with the statement of Smith and Cave, (2012) may need to be 

investigated. For the purpose of this work, we will consider that Kinvarra East is equivalent 

to Kinvarra Castle and Kinvarra West is equivalent to Kinvarra Arch as defined by  Cave 

and Henry, (2011). 

Nevertheless, despite the distinct flow paths these two springs are connected (Drew, 

2003; see also Karst connections in Figure 12). During summer, outflowing water is 

undistinguishable by radon or stable isotope signature (Schubert et al., 2015). The Irish 

Environmental Protection Agency monitors groundwater head at the Killiny borehole (KL, 

Figure 12) and groundwater quality at Loughcurra South borehole (BH, Figure 12). 
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3.4 Material and methods 

3.4.1 Systematic review of past SGD estimates 

Studies providing estimates of SGD flow rate in Kinvarra Bay using a range of different 

methods (Drew, 2008; Cave and Henry, 2011; McCormack et al., 2014; Rocha et al., 2015; 

Schubert et al., 2015) were reviewed. Groundwater flow into Kinvarra was then 

determined from the results of four bespoke sampling surveys that evaluated the 

reproducibility of SGD rates estimated with different approaches. In order to compare 

these with prior SGD estimates, all individual rates were referenced to the regional 

groundwater level at Killiny Borehole (EPA, 2020). This choice was supported by (1) tracer 

experiments (Drew 2003) and cave exploration (Boycott et al., 2003) show the Killiny 

borehole is less than 1km away from a network of conduits connected to Kinvarra springs 

(Figure 12) (2) no known pumping station is present in the direct proximity the well and 

(3) SGD estimated using salinity (Cave and Henry, 2011; Rocha et al., 2015), radon (Rocha 

et al., 2015) and hydrogeological modelling of the karst network (McCormack et al., 2014) 

were correlated with groundwater level at Killiny (e.g.: Figure 13 and Figure 15).  
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To compare our results with the output of the model of McCormack et al (2014) we 

sought an empirical relationship between their results (Figure 13b) and the groundwater 

level at the time of their study (Figure 13a). Typical relationships between flow and 

discharge require information on the karst network geometry, conduit roughness, size 

etc… which needs to be determined or calibrated. As the aim here was not to accurately 

model flow at a given time, but to model the general annual long term annual trend using 

the less assumptions possible for validation purposes, we used two alternative scenarios 

which required minimum assumptions and/or parameterization on the karst geometry. 

The first approximated the karst as an equivalent continuous medium and assumed a 

linear dependence on groundwater head derived from Darcy’s law (Q=1.6H, Figure 13 b). 

The second approximated the karst as a medium with fractal properties following the 

method developed by Maramathas and Boudouvis, (2010). (Q = 1.1√2g(H − T − 1) in 

Figure 13b), to derive flow rates from the net groundwater level (H-T).  

Discharge depends linearly on hydraulic head only if the groundwater flow is laminar 

(Bear, 1979) and the karst is constrained within a relatively homogenous layer of 

limestone of constant cross-sectional area. In practice, as a first approximation karst can 

be approximated at large scale and for sufficiently long timescale outside of storm periods 

as equivalent continuous medium: For example, Debieche et al., (2002) observed in a 

phreatic karst aquifer a linear relationship between discharge and flow rates for 80% of a 

five year time series, periods with low flow rates outside of storms periods. The fractal 

approximation was shown to give good results to model the flow rate change with head 

in karst aquifers by Maramathas and Boudouvis (2010). The equation describes the karst 

system as a reservoir filled with porous material with fractal properties and does not 

require prior assumptions on the Reynolds number.  The introduction of a correction 

factor to account for head losses by friction within the aquifer (-1) improved the fit. The 

two relationships produced a relatively narrow range of annual variability for the daily 

averaged flow (Figure 13b), so we use the first as a benchmark for comparison with other 

estimates of daily averaged groundwater flow. To obtain the total flow through Kinvarra 

springs (West and East) we note that 2 m3.s-1 (the flow value attributed by McCormack, 

2014 for Kinvarra East) needs to be added to Kinvarra West flow values. 
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Figure 13: Compared seasonal variability of groundwater level (EPA) and modelled groundwater 
flow in McCormack, (2014). a: Groundwater level, measured at Killiny Borehole (EPA, 2020), and 
tidal level measured at Galway bay (Marine Institute, 2020). b: Modelled flow rate of Kinvarra 
west, and its relationship with groundwater level and tidal level. KW Discharge is taken from Fig 5 
in McCormack 2014, (reproduced with permission of Elsevier). Q=1.6 H and Q=1.1√(2g(H-T-1)), 
are two distinct approximations of the annual variability of flow modelled by McCormack (2014), 
using groundwater level measured in Killiny Borehole (H in Fig 2a) and tidal level measured in 
Galway bay (T). g is the acceleration of gravity (9.81m2.s-1). The first relationship assumes a Darcian 
flow in the karst system (approximate the karst as an equivalent continuous medium) to derive a 
linear relationship with groundwater level above mean tide level (H). The second relationship 
approximate the karst as a medium with fractal properties using the method developed by 
Maramathas and Boudouvis, (2010) to approximate the daily flow variability from (H-T), as an 
attempt to represent the effect of tide on the potential short-term variability. The addition of a 
term to account for head losses within the karst conduit between the main network of conduit 
and the spring (-1), improved the fit for the second relationship. Vertical light red areas highlight 
periods when the relationship between groundwater level and flow is the most affected by sea 
level fluctuations (groundwater level close or lower to high spring tide level and/or negative/low 
modelled flow in McCormack 2014). For KW Discharge and Q=1.1√(2g(H-T-1)), the thickness of the 
line is due to the daily variation of flow. 

 

3.4.2 Fieldwork strategy 

Variability of flow at Kinvarra springs is driven by groundwater level dynamics (Figure 

13). Thus four surveys were planned to a) cover the local range of groundwater level 

oscillation (2m, 12-14 July 2018; 4m, 20-23 October 2018; 7.2m 25-28 January 2019; 9.4m, 

06-08 April 2019), and b) collect tracer data within the bay during spring tides to ensure 

maximal tidal mixing. Each survey sampled water along the longitudinal axis of the bay by 

boat during spring tides and high tide (except October 2018 when samples were taken 
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from land) for the determination of salinity, 222Rn, 224Ra and 223Ra and included the 

acquisition of 24-h time series of salinity and radon activity at selected locations, every 3 

hours at least. Our objective was to characterize both spatial and temporal variability of 

bay water composition for each sampling period while limiting any possible bias due to 

non-homogenous flushing of the system by tidal mixing. During each survey, samples for 

222Rn were also taken in triplicate at the spring at low tide in locations directly after the 

discharge point and in a selected borehole connected to the main karst network feeding 

the bay. Spring radon activities at the spring were generally around 8 Bq L-1 except on the 

April 2019 survey, when significantly lower values were observed at 5.5±1.5 Bq L-1. A new 

series of samples was taken on a different deep location of the spring and activities around 

8±1 Bq L-1 were found again. As a precaution, activities measured during the same survey 

were used as an endmember in the radon mass balances as in Rocha et al., (2015). 

Water samples from the bay were collected with a NISKIN bottle from 0.5 – 1 m depth 

and stored in sealed 250ml glass bottles for radon analysis. Rn in water was determined 

with a RAD7 monitor (Durridge, 2015) using the WAT250 protocol, with corrections for 

the time elapsed between sampling and measurement. Salinity was measured with an 

Aquaread® Aquaprobe, calibrated according to standard manufacturer protocol 

(Aquaread, 2013). Results were independently verified with a Carl Stuart Limited Cond197 

i WTW electrical conductivity probe. Water column activities of 224Ra and 223Ra were 

determined after pre-concentration of natural radium levels (Moore, 1976) achieved by 

pumping a large water volume (60-100 L) at a low flow rate (1 L min-1) through MnO2 

coated fibre cartridges (Moore and Arnold, 1996). After rinsing with Ra-free water and 

drying to a water/Mn fibre ratio of ~ 0.4-1.1 by weight (Sun and Torgersen, 1998) 224Ra 

and 223Ra activities were measured by Radium DEcay Coincidence Counter (RaDECC) 

(Moore and Arnold, 1996). At least three separate measurements were taken from each 

sample: immediately after collection, 7-10 days after the first measurement to improve 

the 223Ra estimate, and after 25 days, to correct for 228Th supported 224Ra levels (Moore, 

2007). The 227Ac supported activity for 223Ra, determined after 80 days for selected 

samples, fell within the uncertainty of 223Ra quantitation. Depth was measured at each 

sampling location using a handheld sonar (Hawkeye Digital). When water was sampled 

from land, the representative depth was estimated from the mean depth of the local 
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bathymetric cross section derived from the 30m INFOMAR DTM (INFOMAR and GSI, 

2019), considering the tidal height at the moment of collection.  

 

3.4.3 Determination of water ages 

Monsen et al. (2002) highlight the fact that in reality bays and estuaries are not flushed 

homogeneously and are rarely fully mixed horizontally. As a result, a water sample taken 

at any time within such a system includes freshwater with different travel times to the 

sampling location. This has important consequences for the closure of biogeochemical 

budgets of non-conservative elements such as radon or short-lived radium isotopes. 

Following Zimmerman (1988), Monsen (2002) use water age, defined as ‘the time [a water 

parcel] has spent since entering the estuary through one of the boundaries’, to describe 

this travel time. We determined water ages in Kinvarra using the solute 224Ra/223Ra activity 

ratios corrected for supported activity following Moore (2000): 

𝐴 =
𝑙𝑛((

𝑅𝑎 
224

𝑅𝑎 
223  )𝑖)−𝑙𝑛((

𝑅𝑎 
224

𝑅𝑎 
223  )𝑜𝑏𝑠)

 

𝜆224−𝜆223
           (2.1) 

 

Where A is the mean water age (in days) at any location in the bay relative to a 

reference point (or mixing end member), (
𝑅𝑎 

224

𝑅𝑎 
223  )𝑜𝑏𝑠 is the observed 224Ra/223Ra activity 

ratio (AR) at the sampling location, (
𝑅𝑎 

224

𝑅𝑎 
223  )𝑖 is the 224Ra/223Ra activity quotient at the 

radium source (here Kinvarra Springs), and λ223 and λ224 are the decay constants of 223Ra 

(0.0608 day-1) and 224Ra  (0.19 day-1) respectively. This approach assumes that the radium 

activity ratios of the freshwater end member are constant during the survey period, and 

no significant inputs of new radium to the system occur within the water age profile 

(Moore, 2000). This approach was previously applied in Kinvarra Bay by Rocha et al., 

(2015) and showed to lead to reliable results for the system.  

 

3.4.4 Calculating tracer inventories from transect data 

Estimating SGD or fresh water inputs into a basin of restricted exchange usually involves 

calculating the inventory of a tracer element within the system (Luketina, 1998; Taniguchi 
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et al., 2019). The method chosen to determine the inventory is crucial because it strongly 

affects the result of mass balances based on measurements of the tracer. For example, 

the average of tracer concentrations at different sampling locations is the simplest path 

to estimate the tracer inventory in a bay or estuary, but this approach is only valid if water 

depth within the system follows a normal distribution. In natural systems the depth 

distribution of the submerged area does not usually comply with normality (e.g. Figure 

14). As a result, point concentrations or depth distributions of elements in shallow, narrow 

areas will strongly affect averages, while only representing a small fraction of the whole 

volume.  The concentration mean may thus lead to a non-representative inventory. 

Methods involving 2D or 3D integration with depth are always preferable. 

 
Figure 14: Frequency distribution of depth (determined using a Digital Terrain Model with 30 m 
resolution) for Kinvarra Bay, showing an asymmetric, non-normal distribution of depth throughout 
the system. Depths are expressed with reference to mean tide level. The right-hand bound of the 
horizontal axis corresponds to the approximate maximal spring tide level. Vertical texts show the 
depths corresponding to the mean tidal height in Kinvarra as reported by Rocha et al. (2015), and 
the maximum and minimum tide level in the nearby Galway bay (Marine Institute, 2020). 

 

We used salinity, the most common indicator of fresh and saltwater mixing, to assess 

the effect of the most common approaches to calculate solute inventories when closing 

coastal mass budgets. Six ways to calculate the salt inventory were compared using data 

from our four surveys: (1) the average all the sampling point data, (2) the median of all 

sampling point data, (3) one-dimensional integration over distance, (4) two-dimensional 

integration over distance and depth, (5) three-dimensional integration using interpolated 



86 

 

salinity and bathymetric maps of the system and finally, (6) quasi three-dimensional 

integration by sample grouping into four areas of known volume (box modelling).  

Methods 1 and 2 involved salinity measurements obtained for four successive 

transects. For method 3, salinity was plotted as a function of distance from Kinvarra 

spring, and the curve functions then integrated over the transect length to yield a depth-

averaged inventory. For method 4, the local ‘inventory’ was determined by multiplying 

each salinity value by depth, inventories plotted as a function of distance, then integrated 

over the transect length and normalized by the bay’s longitudinal cross-sectional area to 

determine the salt content of the system. For method 5, the salinity distributions were 

first interpolated using ArcGIS to create a raster of 30m*30m cells, the salinity for each 

cell then multiplied by the average cell depth (at mean tide), derived from a 30 m 

resolution bathymetry raster. The results were added, then divided by the bay volume to 

complete a 3D integration of salinity over the volume of the bay. Finally, in method 6, the 

bay was divided into four different areas (boxes) and averages of salinity calculated for 

each. Each mean was then multiplied by box volume. Resultant box inventories were 

added, and the total divided by the volume of the bay. The results of each distinct tracer 

inventory estimate were compared with reference to the change in salinity observed 

during a 24hour period. 

 

3.4.5 Salinity-based estimates of freshwater inputs to the system. 

Salt inventories in coastal systems yield multiple ways to estimate watershed 

freshwater contributions to the sea. Because of their relative simplicity, the most 

commonly used are the tidal prism mixing models developed from the seminal paper of 

Ketchum (1951). We tested four different tidal prism models to investigate how the way 

salinity data is used might affect the resulting estimate of freshwater input. The model 

used in Kinvarra Bay by Cave et al. 2010, derived from the segmented tidal mixing models 

of Dyer & Taylor (1973), was compared with three (Models A, B, C) tidal prism mixing 

models reviewed in Luketina (1998). All of these are only applicable to vertically well 

mixed systems at the scale of a tidal cycle (stratification can be present at low tide locally 

but most of the surface waters are mixed with deep waters during the rising tide). 
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Whether or not they are may be tested according to Schultz and Simmons (1957): if R = 

Qr T/P < 0.1, where Qr is the flow coming to the system (the maximum expected for 

Kinvarra is 30 m s-1 following Drew 2008), T is the tidal period and P the tidal prism (from 

1.5*107m3 for an average tidal cycle to 2.5*107 m3 for highest spring tide), then the system 

can be taken as vertically well mixed at the scale of one tidal cycle. For Kinvarra R = 0.08 

for the mean tidal amplitude and R=0.05 for the highest spring tide under high discharge 

conditions, so we accept that the water column is well-mixed during a given tidal cycle 

even for high flow, and tidal prism approximations are reasonable to use.  

3.4.5.1 Tidal prism Model A as per Luketina 1998. 

The classic tidal prism model assumes that the volume of seawater, Vp, entering an 

estuary during flood tide is entirely of ocean salinity So, and that it is completely mixed with 

a corresponding volume of freshwater Vr flowing into the system measured over a tidal 

cycle. It further assumes that this quantity of mixed water is completely removed from the 

estuary upon ebb (Officer, 1976). As a result, the dilution of a steady source of freshwater 

by seawater in a coastal basin depends only on the tidal period and the tidal prism (Luketina, 

1998). Effects of varying discharge on internal mixing of the system are thus ignored. By 

rearranging Equation 3 in Luketina (1998), and using Qr= Vr*T where Vr is the volume of 

freshwater flowing to the system over one tidal period (m3.tidal period-1), Qr the fresh water 

flow rate (in m3 d-1 ) and T the tidal period (in days), the flow rate of freshwater into an 

embayment described by this model is given by: 

𝑄𝑟 =
P(1−

S

So
)

T
              (2.2) 

With P the tidal prism volume (m3), S the salinity of the estuary at high tide (kg m-3), 

assuming a well-mixed estuary (here either taken from our 24-hour salinity time-series, 

or derived from the various inventory calculations explained in 3.4.4), So the salinity of 

the ocean (kg m-3, taken here at 35 or equal to the marine end member). 

3.4.5.2 Tidal prism Model B as per Luketina 1998. 

Model B considers ebb and flood separately to derive a flow rate. It assumes that flow 

between the ocean and the estuary occurs in either direction for equal duration (Luketina, 

1998). This will not be true if discharge has a significant effect on water exchange between 
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the embayment and the ocean. Because the residence time of water in the system is 

~seven days during summer (Rocha et al., 2015), and our surveys showed that it was at 

least 3 days during other times of the year, we accept this as a reasonable first order 

approximation at the scale of 24 hours, to illustrate the difference with other estimates. 

By rearranging Equation 11 in Luketina (1998) we find: 

𝑄𝑟 =
2𝑃(1−

𝑆

𝑆𝑜
)

𝑇(1+
𝑆

𝑆𝑜
)

               (2.3) 

3.4.5.3 Tidal prism model C as per Luketina 1998. 

Model C extends B by considering changes to the duration of ebb and flood flows and 

variation in the level of flushing through the estuary mouth. It accepts changing discharge 

affects flushing. To do so, the model includes a return flow factor b to represent the 

fraction of water that had previously left the bay during ebb returning during flood tide. 

By rearranging Equation 26 in Luketina (1998) with QrT/(πP) << 1 we have: 

𝑄𝑟 =
2𝑃(1−

𝑆

𝑆𝑜
)

𝑇(1+
𝑆

𝑆𝑜
∗

1+𝑏

1−𝑏
)
                           (2.4) 

 

The return flow factor can be estimated using equation 4 in Sanford (1992): 

b =  1 −
V𝑚𝑡T

T𝑓P
              (2.5) 

 

Where Vmt is the volume of water within the bay at mean sea level, T is the tidal period, 

Tf the freshwater flushing period and P the mean tidal prism. Tf can be calculated 

according to the fraction of freshwater method  (Dyer and Taylor, 1973) as recommended 

by Alber and Sheldon, (1999) and used previously by Rocha et al. (2015). We highlight the 

effect on discharge estimates arising from inclusion or exclusion of the return flow factor 

on discharge estimates at Kinvarra using b= 0 and b= 0.86 as the mean determined for 

summer (low discharge conditions) by Rocha et al., (2015). 

3.4.5.4 Tidal prism model as in Cave and Henry (2011). 

Cave and Henry (2011) used two different equations derived from the tidal prism 

concept (Dyer and Taylor, 1973; B. Ketchum, 1951) to determine freshwater discharge to 

Kinvarra Bay. This adaptation was made originally to assess the variability of freshwater 
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inputs from time series of salinity data collected in the bay. It implicitly assumes that high 

and low water concentrations are represented by the range found within 24 hours at a 

single site and that the entire bay constitutes one well mixed volume.  If no ebb water 

returns during flood tide, this model yields one order of magnitude higher freshwater 

inputs than all the other approaches considered here. Allowing for some return flow yields 

freshwater input rates in closer agreement with our other estimates. We therefore 

employ equation 2 from Cave and Henry, (2011) to estimate fresh water flows to Kinvarra 

here: 

𝑄 =
𝑆ℎ𝑤−𝑆𝑙𝑤

𝑀𝑎𝑥 𝑠𝑎𝑙𝑖𝑛𝑖𝑡𝑦 𝑜𝑓 𝑓𝑙𝑜𝑜𝑑 𝑡𝑖𝑑𝑒
∗ (𝐻ℎ𝑤 − 𝐻𝑙𝑤) ∗ 𝐴𝑏         (2.6) 

 

Where Q is the net volume of fresh water flowing into the system (m3 d-1), Shw and Slw 

the salinity at high and low tide respectively (kg m-3, derived from 24h data), Hhw and Hlw 

the tidal height (m, derived here from Galway bay data), and Ab the mean horizontal 

surface area of the bay (m2). 

 

3.4.6 Radon mass balance 

We estimate SGD from radon measurements in Kinvarra in two different ways. The first 

uses the raw (uncorrected for water ages) radon in water activities to close a Rn mass 

balance for the system considering all the potential sources and sinks. These include 

degassing to the atmosphere, radioactive decay, water exchange with outer water bodies, 

diffusive sediment-water fluxes and total SGD into the system (Burnett and Dulaiova, 

2003). However, water ages in Kinvarra Bay are spatially variable: between 0 at the water 

source and 8 days at the system boundary with Galway Bay (Rocha et al., 2015). This is 

not surprising - water ages in estuaries are spatially variable and tend to increase with 

distance from the main freshwater source (Monsen et al. 2002). As a result, a volume of 

water located further away from the radon source (here Kinvarra springs) will have lost 

more Rn to decay and degassing than water found closer to the springs. The system is 

therefore not well mixed spatially, and consequently, the effect of degassing fluxes on a 

given part of the bay will depend both on the age of water and on the wind conditions 

prevalent during a number of days (x) prior to the survey (where x is the age of water in 
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that portion of the bay). With water ages varying between 0 close to the springs and 8 

days further out in the bay, a putative water sample composed of 100 percent SGD 

collected at the outer rim of the system, even with no loss to the atmosphere during 

transport by successive tides to its current location will include only a quarter of the radon 

it originally carried (half-life of radon is 3.82 days). In reality, the additional effect of 

degassing occurring during that period will result in much lower radon activities at the 

outlet to Galway Bay. Calculating radon inventories for the system without correcting for 

water ageing is likely to result in a large underestimate of the Rn inventory, and 

consequently of the total SGD fluxes into the system. Here we test an amendment of the 

often employed ‘classical’ steady state, whole system, radon mass balance approach to 

solve this conceptual problem. In this new approach, we correct individual radon activities 

for the degassing and decay occurring from the moment it left contact with the bedrock 

source before closing radon mass balances for the system. 

 

3.4.6.1 Radon mass balance 1: no spatial variability of water ages. 

For the first approach, if all inputs and outputs of radon are balanced over the flushing 

time of the system (i.e. steady state), we have (all terms in Bq m-2 d-1): 

𝑅𝑛𝑑𝑖𝑓 − 𝑅𝑛𝑑𝑔 − 𝑅𝑛𝑑𝑦 − 𝑅𝑛𝑛𝑒𝑡 + 𝑅𝑛𝑎𝑑𝑣 = 0           (2.7) 

Where Rndif is the diffusive radon flux across the sediment water interface (taken from 

Rocha et al., 2015); Rndg is the radon degassing flux, i.e., atmospheric evasion (estimated 

from wind speed and temperature using the equations of Macintyre et al. (1995) and 

Turner et al. (1996)); Rndy is the radon decay within the domain (estimated from radon 

inventory and the standard decay law); Rnnet is the net exchange fluxes across the mouth 

of the bay, estimated from the slope of the radon vs salinity curve, as described by 

equation 3 in Officer (1979), and Rnadv the advective radon flux associated with 

groundwater discharge (unknown here). We use the equation of Officer (1979) 

conservatively, because Rnnet estimates extracted from 24h tidal cycles are overly 

dependent on each individual tidal cycle, and could lead to high uncertainty over periods 

scaled to the residence time of water in the system (taken as the oldest age measured 
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within). With this in mind, and following from equation 2.7, QSGD, the total SGD flux into 

the bay (m3 d-1) is: 

 𝑄𝑆𝐺𝐷 =
(𝑅𝑛𝑑𝑔+𝑅𝑛𝑑𝑦−𝑅𝑛𝑑𝑖𝑓)∗𝐴𝑏

𝐶𝑟𝑛𝑠𝑝𝑟𝑖𝑛𝑔−(𝐶𝑟𝑛𝑚𝑜𝑢𝑡ℎ−𝑆𝑚𝑜𝑢𝑡ℎ∗
𝑑𝐶𝑟𝑛

𝑑𝑆  
)
          (2.8) 

Where Crnspring is the activity of the main radon source to the bay (here Kinvarra spring, 

Bq m-3), CRnmouth and Salmouth the radon activity (Bq m-3) and salinity (kg m-3) at the mouth 

of the bay and dCrn/dS the slope of the radon vs salinity curves at the mouth of the bay 

(Bq kg-3). 

 

3.4.6.2 Radon mass balance 2: accounting for ageing of water. 

We improve on the previous mass balance by correcting radon activity data for the 

effect of degassing and decay as water ages toward the sea. To correct Rn in water 

activities for radioactive decay as water ages within the system we use the standard decay 

law: 

𝑅𝑛 
222  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑓𝑜𝑟 𝑑𝑒𝑐𝑎𝑦 = 𝑅𝑛 

222  𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 ∗ 𝑒𝐴 𝜆𝑅𝑛        (2.9) 

Where A is the time elapsed since the sampled parcel of water left contact with the 

radon source (d), estimated from the Ra relative water ages (Equation 2.1) and λRn the 

decay constant of 222Radon (d-1). Similarly, for degassing, we use the equation: 

𝑅𝑛 
222  𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑓𝑜𝑟 𝑑𝑒𝑔𝑎𝑠𝑠𝑖𝑛𝑔 = 𝑅𝑛 

222  𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 𝑓𝑜𝑟 𝑑𝑒𝑐𝑎𝑦 ∗ (1 − 𝐾 )−𝐴 (2.10) 

Where K is the gas transfer velocity of radon (m d-1) calculated using the equations of 

Macintyre et al. (1995) and Turner et al. (1996) for the period corresponding to the age of 

the water parcel preceding the measurement. 

 

3.5 Results 

3.5.1 Review of methods to estimate SGD in a karst environment 

Most of the methods tested here yield flow rates that covary with groundwater level 

on land (Figure 15). However, exceptions exist (e.g. j, m in Figure 15), and all methods 

yield different SGD flow rate magnitudes. This is the case even when different methods 
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employ the same salinity (full triangles, Figure 15, h, i, j, f) or radon dataset (full squares, 

Figure 15, m, n). 

We classify water balances and SGD estimates based on hydrogeological models as 

catchment-based approaches (Table 2). The resulting SGD rates are inter-comparable for 

this system because surface runoff is a minor component of the water balance in Kinvarra. 

The only exception is when groundwater level is at its highest, at which time surface 

drainage may represent a larger fraction of the freshwater input into the bay (Coxon and 

Drew, 2000). During summer, Rocha et al. (2015) found the ratio between total freshwater 

fluxes and SGD varied between 1.3±0.4 and 0.65±0.19. The catchment-based approaches 

reviewed here yield a relatively similar range of groundwater flows (Figure 15, b, k). This 

consistency suggests that the range of SGD rates derived from these methods is 

reproduceable if the catchment limits are accurate and spatial resolution of net rainfall 

estimates are sufficient to represent the actual rainfall distribution in the models. 

Tidal prism models (Figure 15, c to j) assume that the bay is well mixed vertically at the 

scale of a tidal cycle (assumption 6, Table 2). In addition, radon (Figure 15, m, n) and 

radium mass balances require accurate identification of their main source into the system, 

both in location and magnitude (assumption 12, Table 2). Assumptions 6 is common to all 

tidal prism methods applied here and assumption 12 is common to all radon mass 

balances methods analysed here. Consequently, differences between different methods 

based on salinity or between different methods based on radon are not likely to be due 

to these two assumptions., so these are not analysed further here. Other pre-requisites 

to estimate SGD flow rates are three-fold: (1) inventories of the tracer of choice are 

calculated in a manner that is physically representative of the system (assumption 5 in 

Table 2), (2) exchange of water across the outer boundary of the system is calculated in a 

realistic fashion (assumption 7-11, Table 2), and (3) mass balances based on radioactive 

tracers, which are non-conservative within the time-scale of water retention within the 

system (e.g. 222Rn, 223Ra, 224Ra) have to account for the effect of ageing water 

(assumptions 13-15 in Table 2). We show next how choices made within this assumption 

framework explain the differences shown in Figure 15.
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Table 2: Review of methods useable to estimate total SGD and fresh SGD flowing to a system affected by a karst aquifer. The assumptions of 
each method are listed with numbers 

Type of 
approach 

Methods used for flow estimation 
Reference for 
Kinvarra Bay 

Assumptions/conditions for it to lead to a realistic estimate of the flow 

Direct flow 
measurement 

Direct measurement of localised 
flow (e.g. karst conduit) 

(Drew, 2008)  (1) Method usually gives a minimum value as measuring all main springs and flow is rarely feasible. 

Catchment 
based 
approach 

Water balance using rainfall/ETP (Cave and Henry, 
2011; Schubert et al., 
2015) 

(2) Catchment size is known 
(3) Rainfall/ETP data is sampled at scale representative of the spatial variability of the catchment 
(altitude range, rainfall patterns). 

Hydrogeological model (McCormack et al., 
2014) 

(2), (3) 
(4) Preferential flow pathways/storage (e.g. turlough) of the aquifer and their physical characteristics are 
known, model parameters can be calibrated using flow and water level data set capturing similar 
timescales than the model. 

Salinity 
derived 
estimate (Tidal 
prism type of 
method) 
 

Tidal prism A, classical tidal prism 
method. (Luketina, 1998) 

This study (Eq. 2.2) (5) Measurements and method used to derive inventories are representative of real variability in the bay. 
(6) Bay is well mixed (relatively small). Valid if R=QRT/P< 0.1 (Schulz and Simmons, 1957). 
(7) Water is completely removed on ebb tide, no return of water on flood tide. 

Tidal prism B. (Luketina, 1998) This study (Eq. 2.3) (5), (6), 
(8) Ebb and tide of equal time. 
(9) Salt crossing the ocean boundary over one tidal cycle is 0. Not valid if the freshwater flow is large 
enough to change the salinity of the bay (river or freshwater springs). 

Tidal prism C. (Luketina, 1998) This study (Eq. 2.4) (5), (6), 
(10) Consider the effect of discharge by allowing to consider some water returned in the next flood tide 
with the introduction of a return flow factor b. 

Tidal prism (Cave and Henry, 
2011) 

(Eq 2 in Cave and 
Henry, 2011), (Guerra 
et al., submitted) This 
study (Eq. 2.6) 

(5), (6), 
(11) Allows inclusion of some water returned during the following flood tide by using the maximum 
salinity during the flood tide as reference. 

Radon derived 
estimate 

Radon mass balance ignoring 
spatial variability of decay and 
degassing due to change of ages 
within the system. 

(Rocha et al., 2015) 
This study (Eq.2.8) 

(5) 
(12) Source end member is known dominant source of solute is known for the bay. 
(13) The effect of the spatial variability of ages on radon decay and degassing can be ignored. 
 

Radon mass balance corrected 
for spatial variability of decay and 
degassing due to change of ages 
within the system. 

This study (Eq. 2.8-
2.10) 

(5), (12) 
(14) Valid if radium derived water ages used to correct for age derived spatial variability of decay and 
degassing are representative of the actual water ages in the system. 

Radium 
derived 
estimates 

Simple mass balance, ignoring 
spatial variability of ages and 
depth. 

Not applied here 
(assumption 16 not 
verified) 

(5), (12) 
(15) The effect of the spatial variability of ages on radium decay can be ignored. 
(16) Fluxes from suspended sediment and bottom sediment affect inventories in a homogenous way. 

Considering spatial variability of 
depth and water ages. 

To be developed. (5), (12), (14) 
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Figure 15: Compared estimates of SGD flow rates as a function of groundwater level in the karst 
aquifer connected to Kinvarra Bay. Each estimate is related to the groundwater level at Killiny 
Borehole (EPA, 2020) in the period of the surveys. Studies where the date of measurement was 
unknown are shown with a line covering the range of likely groundwater level during the sampling 
or study periods. Equation number for each method are shown on the left part of the legend. For 
estimates based on salinity the type of data on which the study is based (transect of salinity or 
measurement of changes on a given part of the bay) is shown in parenthesis. 
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3.5.2 How tracer inventories are calculated affects SGD estimates 

Tracer-based methods to determine freshwater or SGD flow into a coastal system 

depend on mass inventories (Assumption 5, in Table 2). However, in most systems with a 

significant source of solute such as a river or a spring the spatial variability of this solute 

is often much larger than the measurement uncertainty. The way point measurements 

throughout these systems are used to estimate the total inventory of a given solute at any 

given time is a key aspect of biogeochemical budgets. 

Table 3 illustrates the results of the comparison between six methods of estimating 

whole system inventories within Kinvarra Bay using the same salinity dataset. Methods 

are ordered by increasing complexity. The last column lists the average inventory resulting 

from each approach and associated standard deviation, with salinity observed at high tide 

for reference.  

 

Salinity inventories from transects (kg m-3) High tide 
salinity 
average 
of 24h 

samples 
Average Median 

1D 
integral 

2D 
integral  

3D 
integral 

3D 
integral 

using 
boxes 

Average 
of all 

previous 

Standard 
deviation 

of all 
previous 

Summer 
2018 (07) 

29.9 
 

29.1 
27.2 
±0.2 

29 28.6 29.8 28.9 3.8% 35.7 

Autumn 
2018 (10) 

24.1 27.9 
24.1 
±0.2 

23.8 26.3 28.9 25.8 8.5% 28.6 

Winter 
2019 (01) 

15.3 
 

17.6 
17.6 
±0.1 

22.9 20.1 20.5 19.0 14.2% 28.5 

Spring 
2019 (04) 

24.5 27.1 
25.7 
±0.2 

35 29.3 31.0 28.8 13.4% 30.2 

Table 3: Effect of the method used to integrate high tide salinity transects on the inventories used 
to calculate SGD estimates from transect data. Uncertainty shown is one standard deviation. 
Combined averages and uncertainties are calculated for the six methods used to assess inventory 
from transects to highlight the effect of method choice on the final inventory (method choice 
induces here a standard deviation of between 4 and 14% even for a well-known parameter like 
salinity where uncertainty is <0.5%). High tide salinity observed during 24h sampling is shown in 
the last column for comparison. 

A series of insights arise from the results. Firstly, with the exception of summer, when 

freshwater inflow is lower, the salinity inventory derived from the mean or median of 

available data are consistently lower than those resulting from spatial integration of the 

same data. For example, the average and median of cross-system salinity for the winter 

2019 survey are respectively 26 and 15 percent lower than the inventory calculated by 3D 
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integration (Table 3). An average by definition assumes normal distribution of depths in 

the system, so the true depth distribution is ignored. When data are not normally 

distributed the median is used instead of the mean to describe the central tendency of 

the dataset. The difference between the median salinity and the inventory resulting from 

3D integration is less than for that between the latter and the mean (Table 3), but the 

median still overestimates the effect of springwater inputs during high discharge surveys 

by comparison to more sophisticated approaches. As shown in Figure 14 shallow areas 

predominate in Kinvarra, like in many coastal bays, contributing to an asymmetric 

distribution of depths in the system. An elemental inventory using measures of central 

tendency is likely to be disproportionally affected by any solute source located in the 

shallow portions of the basin, compared to methods that either fully or partially consider 

the actual spatial distribution of depths (e.g. 2D integration or 3D integration). We 

observe this for surveys conducted for all other than low discharge periods.  

Secondly, even when the uncertainty associated with a given inventory estimate is as 

low as 0.5 % (e.g. inventories of salinity derived from 1D integration, Table 3), the choice 

of one method over another by itself leads to much larger uncertainties (cf. STDEV in last 

column, Table 3). This likely results from the way the geometry of the bay is considered in 

the different calculations of inventories. While averaging ignores the effect of variance in 

distance and depth between sampling points on the resulting tracer inventory, the 1D 

integration considers the effect of distance but ignores depth distribution, the 2D 

integration considers the effect of depth and unequal distribution of sampling points 

along the length of the sampling path, and the 3D integration considers the actual changes 

of distance and depth within the system. 

Finally, regardless of the method used, the high tide salt inventories derived from 

transect data are consistently lower than the values drawn from 24h measurement time 

series (Table 3). As a result, using transect data (a Snapshot approach) to support SGD 

quantification is likely to yield consistently larger SGD rates than when a Eulerian 

approach is employed, i.e., using the same budgeting method on data resulting from 24h 

time-lapse sampling at point locations. The observations in Figure 15 confirm this: for tidal 

prism model C, assuming a return flow factor of b =0.86, the SGD magnitude drawn from 

a measure of the salinity inventory taken from transect data (Figure 15 g) is three to four 
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times higher than that produced by processing a 24h time series, all else being equal 

(Figure 15 h).  

 

3.5.3 Basin mixing is spatially and temporally heterogeneous 

The salinity and water age profile at high tide (Figure 16) show that the volume of fresh 

SGD stored within the bay is highly heterogeneous in space. This is accentuated by the 

low salinity, mostly low water age plume in the inner bay. In July 2018, when groundwater 

level was the lowest, the plume of water with salinity <10 was constrained to the 

immediate vicinity of Kinvarra springs, but in January 2019, when groundwater level was 

high, it covered most of the inner half of the bay (Figure 16). Our first three surveys, 

carried out when groundwater level ranged between 2m and 7m, showed this low salinity 

plume extended further out into the bay with increasing groundwater level. However, 

when groundwater level was highest (9.7 m), this correlation stopped. At this point the 

water ages within the bay were much higher than observed during the other surveys and 

were more heterogeneous in the outer bay. This suggests that the circulation patterns 

driving water exchange between Kinvarra and Galway Bay are also temporally and 

spatially variable.  
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Figure 16: Interpolated maps of water ages (estimated from 224Ra/223Ra) and salinity in Kinvarra 
Bay. For each interpolation the date, the groundwater level (H), the averages and net rainfall (R-E 
in mm) during the ten days leading to each survey are shown on the upper left corner. The tidal 
stage at which sampling was carried out is also specified. 
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This will also affect SGD quantification by radon, radium or salt mass balances, if the 

internal circulation pattern is assumed equal for all attempts, irrespective of season or 

freshwater discharge. How we accept the water moves across outer system boundaries 

(Assumptions 7-11, Table 2) is particularly important for tidal prism models (eqs. 2.2-2.6). 

This is not considered in the methods reviewed here (tidal prism A and B, Figure 15 I and 

h), or described either by an empiric modification of the tidal prism model (Figure 15 d, 

Cave and Henry, 2011) nor by the introduction of a return flow factor b (model C, in Figure 

15 g, h, j).  

It is however possible to reconcile all different estimates of discharge within one order of 

magnitude difference by considering the mathematical descriptor of the water exchange 

through the outer system boundary. We show this using our 24h timeseries (Figure 15 f, h, 

I, j). Models that seem to perform best toward internal consistency (i.e., results match at 

least one other method using another tracer) consider the return flow into the bay in some 

manner (Figure 15, f, h, j). When the groundwater level rises above 4m, applying model C 

with no return flow factor (Model C with b = 0, Figure 15 h) leads to SGD estimates that are 

consistent with catchment water balances (Figure 15k), modelling (Figure 15 b) and 

discharge based on the tidal prism derivation of Cave and Henry (Cave 2011, Figure 15 d, e, 

f). On the other hand, using the same dataset with a return flow factor of b= 0.86 leads to 

lower SGD estimates. These are consistent with radon mass balances uncorrected for ageing 

water (model C with b = 0.86, Figure 15 j) and close to previous estimates derived from 

radon and salinity under low groundwater level (low flow) conditions (Figure 15 l). When 

longitudinal transects are used to determine inventories (Snapshot approach) and include 

data collected from the inner part of the bay in the calculations, the effects of the inclusion 

or not of return flow are different. In this case, b=0.86 in model C leads to high flow 

estimates (Model C with b = 0.86, transects Figure 15 g) now consistent with the annual 

catchment water balance (Figure 15 k), modelling based on rainfall or groundwater level 

(Figure 15 b) and estimates based on Cave derivation of the tidal prism approach (Figure 15 

d, e, f). Methods to estimate the SGD flow rate based on 24-hour time-series (Eulerian 

approaches) can thus underestimate the effect of retention areas on return flow, and thus 

lead to lower full system return flow factors than those suggested by Snapshot approaches. 

The effect of retention areas on water age distribution throughout the system is visible in 
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Figure 16, with most of the bay showing ages older than 3 days. If this lack of uniformity in 

water age is ignored by using 24h data from a single site similar SGD flow results as those 

arising from the use of transects for inventories (Figure 15 g) might be obtained, but with 

different insights regarding the return flow factor (b=0 for model C using 24h data, in Figure 

15 h). SGD flow values derived from Eulerian surveys thus only account for freshwater in 

sections of the bay close to the sampling point that are fully mixed, and do not necessarily 

include SGD retained elsewhere for longer periods. Transect (Snapshot data) are in that 

sense less sensitive to this problem (Figure 15 g). 

 

3.5.4 Water age profile and budgets of non-conservative solutes 

SGD flow estimates obtained from radon mass balances are strongly affected by the 

way the heterogeneity of water ages is accounted for (eq. 2.8 vs eq. 2.8-2.10, Figure 15 m 

and n). Closing radon mass balances without correcting for the ageing of water within the 

system yields lower SGD discharge (Figure 15 m) with lower sensitivity to groundwater 

level (Figure 15, estimate m). Accounting for the spatial distribution of water age leads to 

more realistic results during higher groundwater level periods, up by a factor of 4 to 8 on 

the alternative (Rn SGD corrected for age variability, Figure 15 n). These approximate the 

fresh SGD estimates obtained by catchment-based methods (annual water balance, 

Model KW, Figure 15 k and b).  This closure of the gap breaks down however when 

groundwater head raises above 8 m, radon-driven SGD estimates corrected for ageing 

water (Figure 15 m) fall to about half of SGD calculated by catchment-based approaches 

(Figure 15 k and b), the tidal prism model C with b=0 (Figure 15 h) and the Cave and Henry 

tidal prism approach (Figure 15 d-f).  

 

3.6 Discussion 

Our observations illustrate the importance of inspecting the assumptions that support 

mass balance models used to estimate SGD in coastal systems. They also underscore the 

value of intercomparisons between hydrogeological and oceanographic SGD assessments, 

as highlighted by Burnett et al. (2001). A cross disciplinary approach allows better 
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understanding of the temporal variability of flushing and the dynamism of elemental 

inventories in coastal systems due to changes in freshwater discharge. In turn, this allows 

the validity of priors to the application of catchment and tracer-based approaches to be 

tested, and consequent development of improvements to account for system 

characteristics. Our intercomparison identifies a series of critical points that require 

attention when estimates of SGD discharge are sought from tracer mass balances in a 

surface water basin. These are summarized in Figure 17 and discussed in detail below. 

 

Figure 17: Research decisions leading to reproduceable tracer-based SGD estimates with known, 
minimized uncertainty and bias. 

 

3.6.1 Sampling strategy 

SGD estimates based on snapshot sampling (transects) of a tracer may be consistently 

higher than when Eulerian time series of the same tracer are used in Kinvarra Bay. A choice 

between Snapshot or Eulerian datasets could also yield different values of the return flow 

factor during spring tide (section 3.5.2). Water from Kinvarra springs is preferentially 

retained in upper Kinvarra Bay for several tidal cycles at least part of the year (Rocha et 

al., 2015). During these periods, it is less likely to be sampled by 24-h tidal cycle 

measurements in a single location in the outer part of the bay, and when this happens 

SGD is likely underestimated. The effect is observed here during spring tide, so is likely to 
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be larger during neap tide – this is supported by Gregory et al. (2020), who show that the 

flushing of the inner bay is minimal during these periods. 

Significant spatial variability of water ages is also observed, both along and across the 

length of the bay, which may be explained by the fact that exchange with Galway bay is 

not homogenous, and rather occurs through an internal gyre, as previously observed 

(Rocha et al., 2015). This gyre, when present, would accelerate exchange with Galway bay 

and result in the significant addition of older, more saline and phytoplankton rich waters 

to the system. This is also consistent with independent findings (Fig. 3 in Gregory et al., 

2020).  

Inclusion of a measure of both spatial and temporal variability of the tracer of choice 

seems thus necessary to limit the potential bias introduced in mass-balance approaches 

by spatial heterogeneity of residence times. Long term estimates of SGD based on 

continuous tracer measurements in a coastal system should thus involve the synchronous 

determination of tracer concentrations over the area covered by the system to account 

for differences in water residence time (e.g. conceptual model on Figure 18). A more 

frequent application of remote sensing (McCaul et al., 2016; Wilson and Rocha, 2014), or 

further development of small, low cost sensors to evaluate the spatiotemporal variability 

of any tracer in combination with the methods tested here may be advisable to avoid bias 

of SGD quantification or other mass balance-based approaches. Such a multi-pronged 

approach would facilitate the determination of system characteristics and limit the 

mismatch between conceptual assumptions underpinning tracer inventories and the 

reality on the ground. 

 

3.6.2 Development of SGD tracer inventories  

We show that the choice of method employed to calculate the inventory of a tracer 

could have a significant effect on the results and hence on the final SGD figure. Our 

comparisons highlight the importance of considering the basin geometry and the spatial 

variations of water age when calculating inventories from transect data in real world 

aquatic systems. Since solute inventories are so crucial to coastal oceanography and 

biogeochemical studies, it also seems important to test the effect of ignoring depth 
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frequency distribution before using measures of central tendency or other simplified 

methods to estimate solute amounts in a water basin. Testing and comparing estimates 

from snapshot survey and from continuous measurement locations may be a way to test 

the effect of method selection on the final SGD estimates (e.g. conceptual model on Figure 

18). This type of approach used in the early stage of projects could help to find a balance 

between ease of calculation and representativeness. Testing different calculation 

methods as explained here seems to offer a potential way to test for consistency. Where 

a sufficient number of data points are available, estimating the uncertainty of a given 

interpolation by kriging may also be promising (e.g. Murphy et al., 2010). 

 

3.6.3 SGD estimates and spatial variability of water ages  

Spatial variability of water ages has a strong effect on SGD estimates based on non-

conservative tracer solutes (such as radon or short-lived radium isotopes). Indeed, as a 

water parcel is transferred from its source in the watershed to the open ocean, time 

elapses and the effect of internal reactions and mixing within the system on water 

composition accumulates. Ignoring the biogeochemical history of the water when 

estimating SGD based on Ra or Rn mass balances can lead to large underestimation of 

degassing and decay losses. In systems where large water age inhomogeneities are 

observed (e.g. conceptual model on Figure 18), this will result in a large underestimate of 

SGD fluxes.  We suggest a method based on Ra ages to account for the spatial variability 

of residence time, applicable in systems where the assumptions of the Ra age model are 

valid (Moore, 2000). Where they are not, an alternative path, although at greater cost and 

time requirements, is to develop hydrodynamic models or more simply, employ drifters 

(e.g. Pawlowicz et al., 2019) to assess the extent of the spatial variability of water ages or 

residence times in order to produce more accurate mass balances of non-conservative 

elements. 
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Figure 18: Effect of spatiotemporal changes of water ages and exchange rate on mass balances 

 

3.6.4 Temporal variability of SGD composition and flow rate 

SGD rate estimates for Kinvarra Bay correlated with groundwater level measured in 

Killiny Borehole, our reference well connected to the phreatic karst conduit feeding 

Kinvarra springs, with few exceptions. This implies that groundwater level measured in a 

location connected to a preferential flow pathway such as a series of karst conduit is a 

useful indicator of the potential variability of SGD rate.  

Above 8 m of hydraulic head, large differences were found between SGD estimates 

derived from radon mass balances (Figure 15 m) and all other methods of assessing SGD, 

i.e., catchment-based (Figure 15 k and b) and tidal prism models (Figure 15 d-f, h). This 

suggests either (1) that a larger fraction of groundwater flow into the sea may occur via 

the surface pathway, or (2) groundwater is in greater contact with the atmosphere as 

groundwater recharge increases and hydraulic head overcomes the 8 m mark, enhancing 

radon degassing. The second hypothesis is consistent with Coxon and Drew (2000), who 

found a greater level of groundwater-surface water interactions occurred in the area 

during periods of higher recharge, with groundwater-fed lakes (turloughs) expanding in 

volume and area and localized flooding becoming a problem. This view is also supported 

by our estimates of SGD based on salinity of the bay (Figure 15 c, d, e, f, g, h). These were 

higher than McCormack’s (2014) model predictions when hydraulic head increased above 
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4 - 6m (Figure 15 b), and the difference between model and tracer-based SGD discharge 

increased as groundwater level increased. The trend implies that surface pathways 

become more important for freshwater discharge into the bay as groundwater levels 

increase in the catchment. Notably, this shift can be detected by salt balance approaches, 

but not by radon budgeting, since Rn degassing will be stimulated by groundwater-surface 

water interaction, and water contact with the surface of Rn emanating rock will be 

reduced by increased volumetric storage and augmented groundwater flow rates driving 

lower residence times within the aquifer matrix. Maps of  overland flooding caused by 

high recharge of the karstic network have been published recently (Morrissey et al., 2020). 

Such flooding is likely to be accompanied to a greater contact time of groundwater with 

the atmosphere, which further support our thesis.  

We strongly advocate for caution when conducting radon mass balances during periods of 

high flow to determine SGD from karst networks into surface water bodies. Higher 

discharges are driven by higher hydraulic heads and imply a larger volume of the karstic 

network is taken by the groundwater body. A larger storage and higher discharge yield less 

surface contact between the flowing groundwater and the Rn-bearing aquifer matrix, since 

the volume/surface area ratio increases, but also mean that the residence time of water 

within the aquifer can decreases, which also diminishes the Rn-accumulation potential of 

the groundwater.  

On the other hand, because of the nature of karst, high flow periods also offer greater 

opportunity for enhanced groundwater-surface water interactions prior to discharge 

into the sea, which increase degassing of Rn prior to the dilution of groundwater by 

seawater.  

The time of contact between water and the aquifer rock can be much shorter in conduits 

and fractures than in primary porosity of the aquifer or in sediments above or inside karst 

systems. Steady state equilibrium radon activity takes a few weeks in porewater to be 

established. Thus, because of their faster flow conduits are more likely to contain Radon 

activities below equilibrium than water from the primary porosity or poorly connected 

fractures.  In the karst conduits of Kinvarra catchment, flow rates between 60 and 1000 m/h 

have been measured (Drew, 2003). Consequently, water that has been in contact with the 

atmosphere inside a turlough sufficiently close from Kinvarra springs is likely to have Rn 
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activities lower than equilibrium activities if it went through a well-developed karst conduit 

to reach Kinvarra springs (half-life of Radon is 3.82 days). For example, the nearest turlough 

from Kinvarra spring is located in Loughcurra South, 1.8 km inland and was observed to be 

full during our winter survey. If we assume that a conduit with similar flow rates than 

observed by Drew, (2003)  is present between this turlough and Kinvarra springs it could 

take between 1.3 days and 2 hours for a water parcel coming from the Loughcurra South 

turlough to reach Kinvarra springs, thus much lower than the time required to reach 

equilibrium Radon activities. On the other hand, the 226Ra content of the aquifer matrix may 

be spatially variable. Radium can coprecipitate and be preferentially adsorbed to specific 

sections of the aquifer matrix, for example in metal oxides, common in cave surface, or in 

clay and organic matter rich sediment, which can accumulate in karst conduits. These may 

also contribute to a faster increase of radon activities in karst conduits and may balance the 

effect of variable contact time. This may explain why the Radon activities in spring waters 

taken directly from the discharge point were relatively stable in this study. On the other 

hand, waters coming from a deeper conduit or from parts of the aquifer further away from 

the main karst conduits are more likely to contain Rn activities closer from equilibrium.  

Finally, the variable density occurring when groundwater mixes with sea water may also 

lead to more complex patterns than a simple groundwater/head relationship as presented 

here. This type of variability would require measurements of discharge and salinity at 

spatial and temporal higher resolution to be characterised. In this work, only changes of 

salinity of a few units in the spring were observed however, which does not suggest that 

density effects are very large. 

 

3.7 Conclusion of Chapter 3 

We test the most common methods employed to estimate SGD to coastal areas under 

different discharge conditions in a real-world system, evaluating different mathematical 

assumptions for the calculation of partial flux terms in mass balance expressions. Our 

observations show that everything else being equal, the choice of method to assess SGD 

and the sampling strategy employed to collect relevant tracer data has a large impact on 

the magnitude of ensuing SGD estimates. These artifacts created by method choice are, 
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in order of importance, caused by a)  how exchange of water between the system and the 

outer ocean reservoir is described to estimate tidal exchange in mass balances, b) whether 

the spatial variability of water ages along the net water flow direction is taken into 

account when mass balances are closed if non-conservative elements are used as tracers 

of SGD, and finally, c) how representative is the estimated inventory of the tracer solute 

within the domain of interest, making both the sampling strategy and the method 

employed to arrive at this figure determine how realistic the outcome is.   

Given the high spatial heterogeneity of water ages in real-world systems, including the 

existence of retention areas that delay flushing of coastal waters toward the ocean, we 

show that the option for either Snapshot or Eulerian tracer data collection significantly 

impacts ensuing SGD estimates.  Continuous measurements of the concentration of a 

tracer at a fixed location, if the choice of location is away from an area of higher water 

retention will underestimate SGD to the system and overestimate its flushing rate. This is 

particularly relevant for non-conservative tracers and during periods of high discharge, 

when the system tends to be less well mixed. Spatial awareness of the distribution of the 

tracer (obtained through a Snapshot sampling approach, i.e., sampling transects for the 

tracer of choice along the net flow axis) is necessary to characterize de spatial variance of 

tracer concentrations and, most importantly, the water age profile of the system along its 

net flow axis. The water age profile can be determined using Ra isotopes. Once this is 

available, the effect of physical processes that determine the concentration of a tracer 

along the main water flow path (in the case of Rn degassing and decay) can be corrected 

for. This approach yields SGD magnitudes that are highly consistent with those obtained 

by other approaches at any given time, including hydrogeological models and 

conservative tracer budgets, as well as with those terrestrial drivers of discharge that 

induce seasonal variability of SGD discharge, represented here by groundwater head on 

land. These findings are useful to improve the biogeochemical budgets of non-

conservative elements in coastal areas of restricted exchange more generally, and SGD 

quantification in particular.  
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4 PAPER B: Seawater recirculation component of SGD from a 

karst aquifer, determined using radium, and its effects on the 

biogeochemistry of a small bay. 
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4.1 Abstract 

Recirculation of seawater within sediment and aquifers are essential pathways for 

solute fluxes between coastal ecosystems. As such, they influence the timing and 

magnitude of algal blooms and ecosystem changes in coastal areas. Here we give a 

qualitative assessment of the magnitude of saline submarine groundwater discharge 

(saline SGD or recirculated SGD) on a coastal karst system previously considered to be 

dominated by freshwater inputs, using a combined geochemical methodology (224Ra and 

223Ra) and one derived from the equations of Schneebeli. Ra isotopes activities were larger 

in the bay during spring tides when groundwater level was below six meters than when 

groundwater level was above six meters. The variations of the Ra activities in the 

successive transects suggested that added Ra inputs from the bay floor were occurring 

during low groundwater level periods. The activity variations with distance matched the 

modelled trends expected following Ra input from the bay floor. The review of the 

potential radium sources in the bay suggest that the Ra increase is due to the intrusion of 

saline water in porewater previously saturated with freshwater. This may be associated 

to a flux of recirculated SGD during low groundwater level periods of between 0.2 ×105 

m3 d-1 to 80 ×105 m3 d-1, according to the end member considered (sediment, karst, or a 

mix of the two).  These values can be compared to the 1 to 20 105 m3 d-1 of fresh SGD flow 

estimated in paper A for these surveys. This range can be refined to 0.3-4.4 ×105 m3 d-1 

(1% to 440% of fresh SGD rates) if the Ra increase is assumed to be the result of increased 

saline intrusion through all sediment surface present in the bay (Hypothesis 3). Based on 

an approximate equation derived from Schneebeli the minimum ratio between saline SGD 

and fresh SGD is between 5% ±1 and 32% ±2, which is within the range derived from Ra. 

The highest fraction is predicted for spring tides periods occurring when groundwater 

level is low (2m). This suggest that the fraction of recirculated SGD should increase during 

spring tides with decreasing groundwater level, in agreement with the Ra isotope 

observation. These periods of increasing saline SGD, had increased phosphorus level in 

the submarine groundwater discharge fluxes, decreased dissolved oxygen, and in some 

cases increased nitrite level. This simultaneous change may be due to a modification of 

nutrient reactions occurring in the karst system following the period of greater saline 

intrusion. The additional fluxes of limiting nutrients such as phosphorus caused by saline 
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SGD may amplify the intensity of blooms, providing additional nutrient sources to feed 

phytoplankton growth during drought periods. The evidence provided suggest that 

periods of spring tide coinciding with low groundwater levels are the most favourable for 

such a high impact of saline SGD on coastal bay biogeochemistry relative to the fresh SGD 

discharge.  

 

4.2 Introduction 

In a context of global anthropogenic-driven changes of coastal environments, a more 

detailed understanding of inputs of solute coming to coastal systems is necessary to 

protect the resources on which human activities depend (aquaculture, fisheries, tourism, 

among others). 

While the traditional approach for such an understanding in coastal areas has placed a 

great focus on solute inputs from rivers, it is now recognised that the water exchanges 

between the seafloor and the ocean, grouped under the term of submarine groundwater 

discharge (SGD) represent for the global ocean a larger source of solute than rivers (Kwon 

et al., 2014; Moore, 2010; Moore and Shaw, 2008; Rodellas et al., 2015a). These fluxes 

are generally of two origins: from continental groundwater, fed by the infiltration of net 

rainfall inland (referred to here as “fresh” SGD), and from the recirculation of seawater 

and bay water within the aquifer, mainly driven by sea-level fluctuations and density 

differences (here “saline” SGD). Recirculation of seawater through the bay floor occurs on 

a wide range of scales (Bratton, 2010), and often represent the majority of SGD-driven 

solute fluxes during dry periods (e.g. Sadat-Noori et al., 2016). Such fluxes generate 

additional chemical reactions within sediment porewater and aquifers, such as desorption 

(Rysgaard et al., 1999; Price et al. 2010), organic matter decomposition (J. Severino P. 

Ibánhez and Rocha, 2014), or other nutrient transformations (e.g. denitrification, 

nitrification) (Slomp and Van Cappellen, 2004). Considering the current rate of sea-level 

rise of 3±1 mm per year between 1993 and 2012 (Dangendorf et al., 2017; Hay et al., 

2015), sections of coastal aquifers and sediments previously saturated with freshwater 

are increasingly flushed by seawater. This trend, combined with an increased frequency 
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of extreme events (e.g. storm surges), activates additional fluxes of nutrients and other 

elements previously stored in sediments in coastal areas. In the long term, these added 

fluxes are likely to modify the cycles of carbon, nutrients and potentially of other 

elements. Periods of decreased groundwater level coinciding with increasing 

groundwater use and high sea level periods (e.g. seasonal variation of sea level, summer 

spring tides and storm surges) are the most likely to be affected first by these additional 

fluxes, as they represent the most favourable periods for seawater intrusion in coastal 

aquifers. Wood and Harrington, (2015) previously demonstrated in a groundwater fed 

laguna, that period of high salinity of the groundwater discharge coincided with periods 

of seasonally high sea level, suggesting that saline SGD could represent a larger faction of 

the total discharge during these periods. Estimating the current magnitude of these fluxes 

for coastal area play thus a key role in managing future ecosystem changes in a context of 

climate change.  

Salinity measurements cannot usually detect saline (or recirculated) SGD in coastal 

areas (Taniguchi et al., 2019), unless by an increase of salinity associated with evaporation, 

for example when the recirculation occurs at a small depth in a sandy beach. For this 

reason, the majority of studies aiming at determining the effect of saline SGD have used 

measurements of elements naturally present in these fluxes such a radium, radon, silica 

or methane (See review by Taniguchi et al., 2019). On the other hand, some studies have 

also aimed at forecasting the seasonal variability of SGD fluxes using numerical models (Li 

and Barry, 2000; Robinson et al., 2006; Sawyer et al., 2013, Robinson et al., 2007b).  

So far, most studies have focused on sandy and muddy coastlines, where the recirculated 

component is the most evident, and the effect of seawater recirculation on other systems 

is less well-known. Karst systems are typically considered to be dominated by fresh SGD, 

and while seawater intrusions on such system are well known (Fleury et al., 2007; Werner 

et al., 2013), only recently researchers have focused on estimating the volumes of seawater 

involved, and the potential effect for solute fluxes to coastal ecosystems. For example, 

Wood and Harrington, (2015) demonstrated that seasonal peaks of sea level enhanced 

saline intrusion in a karst aquifer, influencing the salinity and chemistry of groundwater 

discharged to a coastal bay fed by a karst aquifer. Price et al., (2010) showed that 

recirculation of seawater could drive additional P fluxes to coastal systems, by favouring the 
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release of phosphorus previously absorbed to limestone by desorption and karst 

dissolution. We attempt to quantify the seasonal variability of this effect using radium 

isotopes and equations describing flow rates to cavities from Schneebeli (1986). To do so, 

we take the example of a coastal bay with large fresh groundwater inputs from a karst 

aquifer, Kinvarra Bay. This system was selected because its functioning is well known (Drew 

and Daly, 1993; Drew, 2003, 2008; Einsiedl et al., 2009; Cave and Henry, 2011; Petrunic, 

Einsiedl and Duffy, 2012; Smith and Cave, 2012; Einsiedl, 2012; Gill et al., 2013; McCormack 

et al., 2014; Rocha et al., 2015; Schubert et al., 2015; McCaul et al., 2016; Gregory et al., 

2020). Moreover, saline intrusions occur in summer in the aquifer (Einsiedl, 2012; Petrunic 

et al., 2012), with an effect on groundwater chemistry until one to three km inland (Einsiedl, 

2012; Petrunic et al., 2012). Previous studies estimating the amount of SGD flowing to the 

system (Cave and Henry, 2011; McCormack et al., 2014; Rocha et al., 2015; Schubert et al., 

2015; Morrissey et al., 2020) did not assess the potential effect of recirculated seawater on 

the fluxes of solutes to this bay. We thus attempt here (1) to assess the magnitude of saline 

SGD compared to fresh SGD for this system (2) to develop a method for a rough assessment 

of the seasonal variability of saline SGD fluxes for a given groundwater level and sea-level 

variability and (3) to give a first assessment of the effect of these saline fluxes on nutrient 

and dissolved oxygen concentrations in the total SGD fluxes going to the system. To do so, 

we use radium isotopes measurements, soluble reactive phosphorus, dissolved inorganic 

nitrogen and dissolved oxygen measurements made under different groundwater levels. 

Besides, we attempt to derive a method to assess the minimum saline SGD fraction using 

equations from Schneebeli (1986). 
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4.3 Method 

4.3.1 Kinvarra Bay 

Kinvarra Bay is a small bay located in the west coast of Ireland, which receives important 

inputs of groundwater from a well-developed lowland karst aquifer. The bay presents 

significant aquaculture activities, mainly mussels (150 Tonnes in 2018) and oyster 

production (15 tonnes in 2018) (BIM, 2018a) and is connected to Galway Bay. 

A series of springs are present in the bay, with the main one being Kinvarra spring 

(Kinvarra East/Castle and Kinvarra West/Arch, KE and KW in Figure 19). While the Castle 

spring is active during all year and is believed to draw from a deep conduit, the Arch spring 

is irregularly active and draws from a shallower source (Smith and Cave, 2012). Tracers 

tests (Drew, 2003) and stable isotopes (Schubert et al., 2015) suggest that both these 

springs are connected to a catchment of approximately 483 km2. Sea level recorded in the 

nearby Galway Bay between 2010 and 2020 typically varies during spring tide between 

+3.67 and -3.77m around Malin head mean sea level (Marine Institute, 2020b). At Killiny 

borehole, a well more than 4 km inland from the Kinvarra springs with a continuous 

groundwater level recorder (KI, in Figure 19), groundwater level varies between 1.9 m and 

13 m above mean sea level (Environment Protection Agency data). As a result, during 

spring tides, the tidal level is likely to rise above the local groundwater level during dry 

periods. Such a scenario probably leads to the recirculation of some of the bay water 

inside the aquifer sections around the bay shores and deeper in the bay sediment, 

especially in areas where active major freshwater springs are not present, or are fed by 

shallow sources, such as here, the Arch spring. Previous studies identified geochemical 

evidence of intrusion of sea water around Kinvarra Bay on wells sometimes several km 

inland (Einsiedl, 2012; Petrunic et al., 2012). This evidence suggests that some 

recirculation of bay water in the aquifer is indeed present during the summer. The 

approximate locations of these boreholes are shown in Figure 19 with wide circles and 

seem to correspond to a radius of 2 to 3 km around Kinvarra Bay and the surrounding bays 

(locations projected from maps of Petrunic et al., 2012). The sediment cover on the bay is 

only partial, with approximately 60 per cent classified as rocky shore (Figure 19). 

Consequently, water exchanges between bay water and the aquifer are likely in this area. 

http://www.epa.ie/hydronet/#IE_WE_G_0002_1200_0013
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Figure 19: Bay floor types and water sampling locations in Kinvarra Bay, and zones of saline 
intrusions in the catchment of Kinvarra Bay. Symbols highlight boreholes which have geochemical 
evidence of seawater influences, and are thus likely to act part of the year as solute sources for 
saline SGD. (Projected locations taken from Petrunic et al. (2012)). The bay floor typology is from 
reclassified Marine Institute data. The EPA record groundwater level at Killiny borehole (KI). KE 
and KW are respectively Kinvarra Arch/East and Kinvarra Castle/west. BH is the borehole location 
sampled here to study the effect of seawater recirculation on the Karst 223Ra and 224Ra activities.  
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4.3.2 The potential effect of saline SGD for a given groundwater level 

To assess the changes under different groundwater level of the fraction between saline 

SGD and fresh SGD, publicly available data on groundwater level and sea level variability 

in the area were first collected and compared. From this data, the minimum relative 

fraction of saline SGD versus total SGD was assessed using the equation of Schneebeli 

(1986) as follows.  

From Schneebeli (1986), in the case of a semi-infinite groundwater body flowing 

towards a hemispheric cavity (e.g. a simplified bay, with lateral groundwater fluxes from 

both sides): 

Q = √2 π K H √S                     (3.1) 

Where Q is the flow to the cavity per length of cavity (m3 m-1 d-1); H is the height 

difference between the level of water in the cavity and groundwater level (m); K the large-

scale hydraulic conductivity (m d-1); S is storativity (without units), which represents the 

volume of water released from storage per unit decline in hydraulic head in the aquifer, 

per unit area of the aquifer. K depends on the intrinsic permeability of the karst, dynamic 

viscosity and density of the fluid crossing the aquifer.  

This equation approximate the karst in the 4-5km around Kinvarra spring where the 

saline recirculation is known to be most intense (e.g. figure 10 in Petrunic et al., 2012) as 

an equivalent continuous medium with large scale hydraulic conductivity (K) and 

storativity (S). As shown previously, a linear relationship with groundwater level (Savatier 

and Rocha, 2021) can approximate the long term (>1day) variability of Kinvarra spring flow 

outside of storms periods. This observation is equivalent to concluding that the 

term √2 π K√S in equation 3.1 is approximately constant at large scale. Unlike the section 

of the catchment further inland, the 3-4 km zone around Kinvarra Bay does not include 

large turloughs and the known position of the major conduit is outside this zone, this 

assumption seems thus acceptable for a first-order estimate of the seasonal variability of 

SGD composition for this system. The effect of salinity changes is considered to have a 

second-order effect on dynamic viscosity and density of the water crossing the aquifer. 

The volume of fresh groundwater discharge flowing during a tidal cycle is then:  
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𝑉𝑓𝑆𝐺𝐷 = ∫ 𝑄𝑓𝑆𝐺𝐷
𝑡  𝑑𝑡

𝑡2

𝑡=𝑡1
= ∫ √2 π K √S (h𝑤

𝑡  
− T𝑡) 𝑑𝑡

𝑡2

𝑡=𝑡1
               (3.2) 

Where t1 and t2 are the start and end time of the tidal cycle; VfSGD is the net volume of 

groundwater flowing out of the aquifer; Qt
fSGD is the flow to the bay during a short time 

interval dt; ht
w is the groundwater level in a representative location in the aquifer at time 

t (meters above mean tide level); Tt is the tidal level during a short time interval dt in the 

bay.  

While the tidal fluctuations are changing the hydraulic gradient (h– T) during a given 

day, the expression ∫  (T𝑡) 𝑑𝑡
𝑡2

𝑡=𝑡1
 is likely to be close to 0, and negligible compared to 

∫  (h𝑡
𝑤) 𝑑𝑡

𝑡2

𝑡=𝑡1
, if t2-t1 is a multiple of n tidal periods and if sea level variations are 

relatively symmetric during a tidal cycle (they can be expressed as a function of sine 

waves). The tidal variation observed in this system follow such a symmetric, sine wave-

like variation (Marine Institute, 2019a). The likelihood of such an approximation can be 

further verified by comparing the daily averaged flow estimated from groundwater level 

with the daily averaged flow estimated from groundwater level - tidal level. Chapter 3 

showed with a reanalysis of modelling results of McCormack et al. (2014) that although 

the daily fluctuation could be large due to tidal sea level fluctuations, the changes of daily 

averaged flow across the year were mainly dependant on groundwater level. The 

assumption is thus to be verified for this type of system.  

While the long-term hydraulic gradient drives fresh SGD, saline SGD tends to be driven 

by sea-level fluctuations, density difference, as a first approximation to assess a minimum 

value of SGD recirculation levels, only the effect of tidal fluctuation on saline SGD is 

considered here. Fresh SGD is thus calculated as the discharge of “new” groundwater, 

driven to the subterranean estuary by groundwater head difference during a given day. 

In such conditions, VfSGD the net volume of fresh SGD coming from the groundwater during 

a full tidal cycle of start and end time t1 and t2 is: 

VfSGD ≈ √2 π K √S ∫  (h𝑤
𝑡  

) 𝑑𝑡 
𝑡2

𝑡=𝑡1
≈ √2 π K √S (h𝑤

  ) (𝑡2 − 𝑡1)               (3.3) 

Where hw is the daily medium height of groundwater in a representative location of the 

aquifer during the period t2-t1. 
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If the minimum volume of saline SGD is the volume of bay water that was infiltrated in 

the aquifer during high tide and is getting out on the next low tide, when the tide is lower 

than the mean tide level, VRSGD is then given by: 

𝑉RSGD  =  √2 π  ∗ k ∗  √S ∗ ∫ (h𝑡  −  h𝑚𝑜𝑦)dt = √2 π ∗  k ∗  √S ∗ h1             (3.4) 

Where h1 is calculated from the integration of the positive height differences between 

groundwater level and tidal level during 24hours (to get theoretical discharge leaving the 

groundwater); and ht is the average tidal height in the area. 

From equations 3.3 and 3.4, between two half tides the theoretical ratio between saline 

recirculated SGD (RSGD) and net fresh SGD is estimated with: 

𝑉RSGD

𝑉fSGD
 =  

√2 π∗ k ∗√S∗h1

√2 π ∗k ∗√S ∗ (h𝑤 − h𝑚𝑜𝑦)(t2−t1)
=

h1

(h𝑤 − h𝑚𝑜𝑦)(t2−t1)
               (3.5) 

Where hw is the groundwater level, hmoy is the mean level of groundwater close to the 

coast (assumed equal to mean level of tide = altitude 0), and t2-t1 is the tidal period or the 

length of the period considered.  

Equation 3.5 was then applied for the four surveys taken in Kinvarra Bay and the results 

reliability were evaluated with radium mass balances. 

 

4.3.3 223Ra, 224Ra, nutrient, and dissolved oxygen measurements 

To validate estimates of the variability of VRSGD/VfSGD and assess the effect of changes of 

saline SGD rates on nutrient fluxes to the system, four surveys of 224Ra, 223Ra, NH4, NO2, 

NO3, SRP and Dissolved Oxygen were carried out in Kinvarra Bay under different 

groundwater levels representative of the annual variability (2m, 12th - 14th July 2018; 4m, 

20th - 23rd October 2018; 7.2m, 25th - 28th January 2019; 9.4m, 06th - 08th April 2019). Each 

survey involved sampling of surface water, spring water and of a borehole located close 

to the main conduit feeding Kinvarra springs, in the area with geochemical evidence of 

seawater intrusions during the summer (Figure 19). 

Radium is a valuable radiotracer to detect recirculation SGD fluxes, as it is naturally 

produced by the decay of uranium and thorium which are naturally present in low levels 

in rocks and sediment. This element is usually adsorbed to sediment particles under low 
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salinity but is desorbed if the ionic strength of the solution increases (Webster et al., 

1995). Since seawater recirculation within sediment tends to control desorption and 

porewater exchange, otherwise unsupported Ra isotopes in the coastal ocean are an 

indicator of SGD inputs. For this reason, radium mass balances are commonly used to 

estimate saline SGD fluxes over small or large areas, as they allow the detection of saline 

circulation through sea floors. The methods used for this sampling campaign to ensure 

reliable Ra and nutrient results are described in Chapter 3. Ra samples were taken by 

concentrating large volume of seawater in Ra in acrylic fibres and then measuring using a 

Radium Delayed Coincidence Counter (RaDeCC).  

Each borehole sample was done after a preliminary pumping, until stable parameters 

(Temperature, EC, pH, DO, TDS) were reached, to ensure samples representative of the 

aquifer. Samples at intertidal springs were taken during the minimum tide stage, in the 

upper part of the spring area, to sample discharged waters with minimum bay water 

content and contact time with the atmosphere. For borehole samples, dissolved oxygen 

was measured using a calibrated Aquaprobe, by direct pumping through an Aquaprobe 

flow-through cell, to avoid any contact of the sample with the atmosphere. Samples for 

dissolved nutrient (NO3
-, NH4

+, NO2
-, PO4

3- as Soluble Reactive Phosphorus - SRP) were 

filtered directly after sampling through 0.15μm Rhizon membranes into vacutainers for 

NO3
-, NH4

+, NO2
- (J. S. P. Ibánhez and Rocha, 2014; Jiang et al., 2017), and acid-washed 

HDPE vials for PO4
3-. These samples were then analysed using standard colourimetric 

methods (Grasshoff et al., 2009), less than ten days for SRP, and less than 30 days for 

dissolved inorganic nitrogen (DIN), following recommendations for use with vacutainers 

(Jiang et al., 2017). Field blanks were taken on each sampling surveys, and each nutrient 

sample was taken in triplicate tubes filtered separately on the field. SRP was determined 

at 885 nm using a Hatch DR5000 spectrophotometer using standard colorimetric methods 

(Grasshoff et al., 2009). NO3
-, NH4

+, NO2
- were analysed with a Lachat Quickchem 8500 

flow injection analysis system, following manufacturer-adapted methods for sequential 

analysis (Lachat instruments, 2002, 2001). Salinity was measured using an Aquaread® 

Aquaprobe, calibrated according to standard manufacturer procedure (Aquaread, 2013), 

and values were verified with a Carl Stuart Limited Cond197 i WTW electrical conductivity 

probe. 
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In addition to these water samples, the Ra contribution from sediments was 

determined by taking grab samples in different sections of the bay. Each sediment sample 

was resuspended in Ra free seawater, and the porewater was then filtered in clean acrylic 

fibres and analysed as for water samples. Using porewater measurements and bulk 

density measurement, the radium activities were then converted in equivalent content in 

porewater (dpm per volume) for later use in Ra balance for the bay, to assess SGD related 

Ra fluxes through the bay floor. 

 

4.3.4 Radium derived estimates of solutes inputs from the bay floor. 

At steady state over the lifetime of the tracer, the radium mass balance for the system 

for 224Ra and 223Ra is: 

𝑅𝑎𝑎𝑑𝑣 = 𝑅𝑎𝑑𝑦 + 𝑅𝑎𝑛𝑒𝑡 − 𝑅𝑎𝑑𝑖𝑓                  (3.6) 

Where Raadv, Rady, Ranet, Radif are the Ra fluxes respectively from SGD, decay, and net 

exchanges with the outside of the bay (positive values =Ra leaving the system), and Ra 

fluxes from sediments to the bay.  

Since Kinvarra Bay has spatially variable water ages (0-8 days), the actual Rady for each 

of the isotopes (224Ra and 223Ra) will depend on the age of the sample relative to its 

discharge from a spring or another Ra source (half-life 3.6 and 11.4 days respectively). It 

is necessary to correct for this fact to satisfy the steady-state assumption. As Chapter 3 

demonstrated the importance for spatial variability of age for mass balances of non-

conservative elements, the Ra activities in the water were corrected for internal reactions 

occurring in the bay, considering the spatial variability of water ages in the system. To do 

so, estimates of water ages variability in Kinvarra Bay (from Chapter 3) were used to 

correct Ra activities at each location of the bay for the effect of internal reactions in the 

bay. For Ra short-lived isotopes, decay is the only reaction likely to occur continuously 

along the pathway of a water parcel within the system. Decay are thus corrected for each 

sample, considering the time since it left contact with a source (water ages) as follow:  

Ra corrected for decay = Ra measured ∗ eA λRa                 (3.7) 
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Where A is the time since the sample left contact with a radium source (d), estimated 

from the relative water ages assessed with 224Ra/223Ra ratios (as described in Savatier and 

Rocha, Submitted); λRa the decay constant of 224Ra or 223Ra (d-1); Ra measured and Ra 

corrected respectively the radium measured in the bay and the radium activities corrected 

for decay that occurred since the sample left contact with a radium source (Bq m-3): 

sediment or spring. It is worthy to note that using 224Ra/223Ra to assess water ages means 

that the water ages results are less sensitive to inputs of radium activity than when using 

an element alone (Moore, 2000), which allows the use of water ages derived from Ra 

ratios to correct for time-dependent decay as part of a radium mass balance. 

To determine Radif fluxes from bottom sediment, the spatial variability of radium was 

modelled following a similar approach as used by Krest et al. (1999). Two alternative 

models are applied to describe changes of the radium activity with salinity along the bay: 

The first model describes a situation in which Ra variance with salinity (after decay 

corrections) are explained only by binary mixing, i.e., between the freshwater and 

seawater end members (Krest et al., 1999). In other words, a scenario when there are no 

further inputs of Ra along the mixing transect, after the area of Kinvarra springs:  

𝐶𝑠 = 𝐶𝑅(1 − 𝑓𝑜) + 𝑓𝑜𝐶0                    (3.8) 

Where Cr and Co are the Ra content in the spring and the marine end-member, and Cs 

is the concentration of Ra at each point of the bay of seawater content fo. fo is given by: 

𝑓𝑜 =
𝑆𝑠−𝑆𝑅

𝑆𝑂−𝑆𝑅
                       (3.9) 

The second model (from Krest et al., 1999) describes a situation in which Ra changes 

are explained by mixing between freshwater and seawater, and the addition of Ra from 

suspended particles and sediments along the mixing gradient. In other words, a scenario 

in which fresh SGD fluxes from Kinvarra spring explain the radium changes, plus an input 

of radium from the bay floor, and eventually of particles: 

𝐶𝑠
 = (𝐶𝑅 + 𝐶𝐷𝐸𝑆 (1 − 𝑒

−
𝑆𝑠
𝑆𝑈  ) +  𝐹𝐷𝐼𝐹 ∗

𝑡

𝑑
) ∗ (1 − 𝑓𝑜) + 𝑓𝑜𝐶0           (3.10) 

Where CS , SS, t, d are respectively the water Ra content (dpm m-3), Salinity (kg m-3), 

water age (in days) and depth (m) on a given location of the bay; CR is the Ra content in 
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the spring (dpm m-3); CDES is the concentration of radium that can be released by 

suspended sediment present in the water at 100 per cent seawater content (dpm m-3); SU 

is the salinity at which desorption is made with a rate e; FDIF is the radium flux from the 

bay floor (dpm m-2 d-1, from diffusion and saline SGD), and fo the fraction of seawater of 

the location. The range of CDES was estimated from the resuspension of a known quantity 

of bottom sediment and sediment taken from the spring location in Ra free water. Finally, 

FDIF was determined by a least-square fitting method of equation 3.10 using the Ra 

transects.  

 

4.4 Results 

4.4.1 Seasonal variability of the ratio between “saline” SGD and “fresh SGD” using the 

method derived from Schneebeli (1986). 

Changes of saline SGD and fresh SGD derived from equations of Schneebeli (1986) are 

shown in Table 4. The maximum VRSGD/VFSGD occurs during periods of low groundwater 

level and maximum tidal range (Table 4). Moreover, the predicted relative role of 

recirculation of bay water through the bay floor compared to fresh SGD inputs (VRSGD/VFGD, 

Table 4) increases with decreasing groundwater level (hgw, Table 4).  

 

Table 4: Estimated variability of the proportion of saline SGD to fresh SGD for Kinvarra Bay. hgw is 

the average groundwater level above sea level during the ten days previous to the survey; 

Maximum high tide is the maximum tidal level during high tide during the period sampled, 

VRSGD/VFGD, the ratio between the volume of bay water recirculated through the bay floor and 

the volume of freshwater coming from groundwater to the system. Uncertainties are one 

standard deviation. The potential range of freshwater inputs derived from tracer-based methods 

in Paper A are shown for reference in the right column. 

 Survey  hgw (m) 
Maximum high tide 

(m) 
Ratio VRSGD/VFGD 

Range of VFGD 

(105 m3 d-1) 

201807 2.17 ±0.02 2.29 32% ±2 1-5 

201810 3.79 ±0.02 1.62 12% ±2 7-10 

201801 7.01 ±0.02 1.22 6% ±1 14-24 

201804 9.20 ±0.02 2.19 7% ±2 15-20 
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4.4.2 224Ra and 223Ra spatiotemporal variability 

Both radium isotopes` activities in the bay and the spring were higher when groundwater 

level was low (H= 2, 4, Figure 20 a, b) than when groundwater level was high (H= 6, 9.7, 

Figure 20 a, b).  

 

Figure 20: Raw 224Ra and 223Ra for Kinvarra Bay, H is the groundwater level measured at Killiny 
Borehole during each survey (in m). 

 

Using a similar approach to that of Krest, Moore and Rama (1999), we model these trends 

to determine which physical process may be more likely to generate the curves after 

correcting for the water age variability in Figure 21.  

For Kinvarra Bay, the release of radium from suspended sediment (CDES in equation 3.10) 

was negligible: the resuspension of local sediment in a radium free seawater showed that 

desorbed Ra in sediment was up to 5 dpm 100g-1 for 224Ra and 0.6 dpm 100g-1 for 223Ra, with 

most sediment presenting much lower concentrations (Table 5). Suspended sediment levels 

in the bay are between 5 and 35 mg.L-1 (Smith and Cave, 2012). The maximum contribution 

of suspended sediment to the water column Ra inventory would be thus 0.17 dpm 100L-1and 
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0.02dpm 100L-1, which is much smaller (negligible) than the uncertainty associated with the 

other fluxes.  

When groundwater level was high (blue lozenges, Figure 21), the Ra trends (corrected for 

decay using equation 3.7) were consistent with pure mixing between Galway Bay water and 

water in direct proximity to Kinvarra springs (blue curve, Figure 21). On the other hand, when 

groundwater level was low, the higher Ra activities observed (red triangles, Figure 21) 

corresponded to the predicted trend for simple mixing between seawater and fresh SGD, plus 

an additional input from the bottom of the bay of 27 dpm m-2 d-1 for 224Ra and 2.8 dpm m-2 d-

1 for 223Ra (red curve, Figure 21). These calculated fluxes suggest thus 224Ra/223Ra ratio of 9.6, 

similar to the Ra ratio in karst (10) and in subtidal sediment (9+-1), in agreement with Ra fluxes 

from the bay floor. 
 

 
Figure 21: 224Ra and 223Ra transects corrected for spatial variability of ages (equation 3.7) 
vs salinity and modelled Ra concentration following Krest et al. (1999). Blue lozenges and 
red triangles are the observed Ra activities in Kinvarra Bay when groundwater level is 
respectively above or below 6m. Each data series groups two surveys at different times of 
the year. Blue curves are the expected trends for pure mixing between spring water and 
seawater, and the red curve is the expected curve for mixing and additional inputs from the 
bay floor of a radium flux of 224Ra= 270 dpm m-2 d-1 and 223Ra= 28 dpm m-2 d-1. 
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4.4.3 Effect of groundwater head on nutrient levels in Kinvarra spring and Kinvarra 
Borehole 

During the lowest groundwater level survey (3m), in addition to the Ra increase in the bay, 

salinity increased in Kinvarra spring and in the borehole representative of the area of seawater 

intrusion, with a larger increase in the borehole (Figure 19a). Dissolved oxygen also decreased 

with decreasing groundwater level during our spring tides surveys (Figure 19a). SRP and NO2 

levels were also higher when groundwater levels were below or equal 4m in the borehole 

(Figure 22b), and the spring (Figure 22c) for one of the surveys.  

 
Figure 22: Effect of groundwater level on salinity, SRP and NO2 levels (a) in the borehole, (b) in 
Kinvarra spring for spring tide surveys. All samples for the spring were taken at low tide, directly 
from the discharge point. 
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4.4.4 Variability of dissolved oxygen in the bay 

The minimum dissolved oxygen levels in Kinvarra Bay are generally observed in in the 

low salinity zone in direct proximity to the spring, and increase with salinity until reaching 

saturation, or sursaturation when groundwater levels are below 6m (Figure 23b). The 

variability of dissolved oxygen is larger during periods of low groundwater level than for 

periods of high groundwater level, with greater saturation or undersaturation observed 

(Figure 23a). 

 
Figure 23: (a) Dissolved oxygen trends in Kinvarra Bay as a function of groundwater level between 
2010 and 2018, and (b) dissolved oxygen as a function of salinity in Kinvarra Bay when the 
groundwater level (GWL) was below or above 6m above mean tide level (EPA, 2018; 2020).  
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4.5 Discussion 

Wood and Harrington, (2015) previously demonstrated that seasonal rise of sea level can 

increase the salinity in wetlands connected to coastal karst aquifer, sometimes 

independently of groundwater seasonal recharge.  In the current work, surveys were thus 

carried out only during spring tides to further characterise periods of high recirculated 

SGD.  

During our spring tides surveys, the results from equations derived from Schneebeli 

(1986) in section 4.4.1 suggest that the magnitude of the saline SGD fraction coming to 

the bay increases with decreasing groundwater level (Table 4). When during spring tides, 

groundwater level measured at Killiny (hgw, Table 4) is below the maximum high tide level 

(e.g. during Survey 201807 in Table 4), a significant proportion of the water present in the 

bay is likely to be recirculated within the karst superficial aquifer and bay sediment 

previously saturated with fresh water. Tamborski et al. (2017), also showed that in a 

system affected by a high hydraulic gradient (coastal bluff), the residence time of water 

within the subterranean estuary tend to be lower than for a system with a low hydraulic 

gradient (barrier beach site). When groundwater level are low during spring tides, the 

release of reactive solute fluxes from sediment and aquifer material to coastal areas is 

thus likely to be increased by (1) rising salinity due to increasing saline SGD fraction and 

(2) increasing residence time in the subterranean estuary.  

The larger 223Ra and 224Ra activities observed during spring tides surveys with 

groundwater below 6m confirm that an increase of solute fluxes from sediment is indeed 

taking place when groundwater level is low during spring tides (Figure 21). A similar 

increase of radium was previously observed during the summer in other systems and 

previously attributed to seasonal changes of the storage of organic carbon and rates of 

bioturbation leading to a net reduction of radium carrier phases (Bollinger and Moore, 

1993), or by the joint change of activity of benthic mesofauna during the summer and the 

lower groundwater level (Rodellas et al., 2017). In Kinvarra Bay, the fact that these fluxes 

occur only during low groundwater levels suggests that they originate from enhanced 

recirculation of seawater through the coastal aquifer. To further explore this hypothesis, 
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we review the main potential Ra sources for the bay in the next section and later attempt 

to estimate the potential volume involved. 

4.5.1 Analysis of all potential 224Ra and 223Ra sources which may contribute to a Ra flux 

for the bay floor in the bay. 

Kinvarra bay is shallow, with 70% of its bay floor less than 2 m below the lowest 

astronomical tide, and a maximum depth present close to its outlet, at -6m below the 

lowest astronomical tide (Informar data). The average depth of the bay is 3.4m at mean 

tide (for a mean tide at +3.77 m above lowest astronomical tide estimated from Galway 

Bay tide data). 58% of the total bay area is composed of clay to sandy clay, mainly present 

in the subtidal area. The rest of the bay floor is composed of densely fractured limestone 

(Informar data), with little or no sediment cover (Figure 19). This limestone covers 70% of 

the intertidal area.  

In tidal systems, saline recirculation over short timescale frequently occurs by 

infiltration of saline water in the bay floor during flood tide, flowing back to the bay during 

ebb tide. Recirculation over longer timescales could also occur through the seasonal 

movement of the fresh/brackish interface within the aquifer. The large coverage of 

limestone in this area may be favourable for such recirculation to occur, and limestone 

may contribute significantly to the Ra inputs observed. However, the relative role of 

sediment for seawater recirculation may not only depend on the area of contact but also 

of the ability of the surface considered to let water infiltrate within its porewater. Finally, 

studies in the nearby Bell Harbour identified a deep karst network extending potentially 

below the bay (Philip Schuler et al., 2018). If such karst network is also present in Kinvarra 

Bay, it may amplify the contribution of the limestone aquifer to the Ra fluxes in the bay. 

Other former minor springs along the bay may also allow preferential circulation of 

seawater through the bay floor, in particular during dry periods. 

Considering the previous points, we estimated the likely relative role of each sediment 

type for Ra fluxes in Table 5, assuming as a first step that it is dependent on both area and 

infiltration rate using the following equation: 

𝐹𝑖 =  
𝐴𝑠𝐼𝑠

∑ 𝐴𝑖𝐼𝑖
                  (3.11) 
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Where Fi is the relative role of the bay floor type for the total volume of seawater 

crossing the bay floor during a given time (% of total fluxes); As is the fraction of the bay 

with this bay floor type; Is is the infiltration rate of water in this bay floor type (length per 

time); ∑AiIi the sum of the product of area (Ai) and infiltration rate (Ii) (or vertical saturated 

hydraulic conductivity) for all bay floor types in the bay. As it is not usually feasible to take 

a representative undisturbed sediment sample to determine the hydraulic conductivity of 

subtidal sediment, we estimated hydraulic conductivity from soil classification and bulk 

density, following the soil dataset of Pachepsky and Park (2015) and sediment map for the 

bay from the Marine Institute (e.g. Figure 19). To assess the range of possible infiltration 

rates through the limestone bay floor, we took a range of hydraulic conductivity values 

for Irish Karst limestone from a review of previous estimates in Ireland (Kelly et al., 2015). 

Using this approach, the contribution of limestone is assessed to represent the majority 

of discharge volume (88-98 %, Table 5), with potential minor fluxes from other sediment 

types in the bay. 

This observation suggests that direct exchanges with the karst aquifer are likely to play 

an essential role for Ra fluxes to the bay, but that Ra releases from the superficial layer of 

fine sediment are also possible and may contribute to the total fluxes. Another potential 

source of radium is the nearby Galway Bay, in which larger Ra fluxes may also be present 

during summer. 

Three potential radium sources can be thus identified by order of likely importance for 

the total volume of saline SGD: 1) the karst aquifer, 2) the sediments covering the bay 

floor and 3) sediments in Galway Bay. We review the potential Ra sources for these 

different end members in the next subsections.  

4.5.1.1 Ra sources in Karstic limestone 

The densely fractured limestone may contain fine sediment and oxides favourable for 

Ra accumulation and release. For example, Fe and Mn oxides can be found in cave and 

karst systems as sedimentary fills, as a wall, ceiling, and floor coatings/crusts (Hill and 

Forti, 1997), and can adsorb/release radium (IAEA, 2014). Elevated concentration of 

Barium – an element which can coprecipitate with radium due to similar properties (IAEA, 

2014) – has been identified in Fe and Mn surface formations in karst systems (Frierdich et 
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al., 2011), suggesting that Ra may also be present in these formations. Moreover, previous 

studies identified geochemical evidence of seawater intrusion in the karst system in a 

radius of two km around Kinvarra Bay under low groundwater conditions (Figure 19 and 

Einsiedl, 2012; Petrunic et al., 2012). Modelling using hydrogeochemical equations also 

suggests that the recirculation of bay water within the coastal aquifer is a significant part 

of the total groundwater flow into the bay during low groundwater levels.  

From these observations, the karst aquifer itself is likely to play a role as a source of 

additional radium. To determine what may be the Ra concentration of a section of 

limestone aquifer affected by seawater intrusion, we used repetitive samplings of radium 

activities in a borehole close to the main conduits feeding Kinvarra springs, 2 km away 

from the bay. During summer, higher salinity (up to 7.5 kg m-3) and 224Ra activities higher 

than usual (up to 8.2 dpm 100L-1) were observed. 223Ra was less affected with a level of 

0.6 dpm 100L-1 more similar to other surveys. At this level of salinity, most of the radium 

adsorbed to particles (70-80 per cent) is generally released in solution (Webster, Hancock 

and Murray, 1995). Kinvarra limestone aquifer, when intruded by pure seawater would 

be then able to release 10-12 dpm 100L-1 of aquifer volume for 224Ra and 0.7-0.9 dpm 

100L-1 for 223Ra.  

The final Ra activities in the discharged waters may be not only dependent on the 

salinity level of the recirculated waters, but also depend on the volume of the coastal 

aquifer where the seawater circulates, and the specific surface and properties of the karst 

features exposed to the saline intrusion. However, for a karst aquifer, the spatial changes 

of these values are usually impossible to quantify, and we thus use this estimated value 

as an end member, which is equivalent to assuming that the porosity in the karst and 

distribution of oxides and sediment are sufficiently homogeneous at large scale to not 

depend on groundwater level.  

4.5.1.2 Ra sources in bay sediment 

The second and third Ra potential sources, the fine sediments in the bay and Galway 

Bay would be regularly flushed by seawater and are thus less likely to lead to significant 

fluxes of Ra during summer unless significant bioturbation occurs during summer. 

Moreover, the typical range of infiltration rates are larger for a karst network than for 



131 

 

sediment, leading to smaller volumes of recirculation in sediment than in the karst 

network. However, the infiltration rates we used in Table 5 may vary in time, as a result 

of bioturbation, and may lead to larger Ra values and circulations during summer.  

Previous surveys of Benthic organisms within the nearby Galway Bay identified the 

presence of the polychaete worms Melinna palmata with Magelona spp., and the bivalves 

Thyasira spp. in infralittoral sandy mud, and the bivalves Abra alba and Nucula nitidosa in 

circalittoral sand (AQUAFACT International Services Ltd, 2012). All these organisms may 

lead to potential disturbance of sediment, consequently causing additional radium fluxes 

to the bay as part of their life cycle, if they are present in the system during summer or 

low groundwater level conditions.  

However, previous studies of bioturbation and bioirrigation effect on radium fluxes 

showed that, while the effect on long-lived radium isotopes (226Ra and 228Ra) was 

substantial, the effect on short-lived isotopes such as 224Ra was low and mainly diffusion-

driven (Hancock et al., 2000). We determined from the measurement of Ra release from 

these sediments that 224Ra concentration in sediment porewater that has not been in 

contact recently with seawater could be of up to 3900dpm 100L-1 (subtidal sediment, 42% 

of total bay cover, Table 5). The largest Ra activities that could be released by sediment 

were observed inside Kinvarra Bay, for subtidal, organic-rich sediment (3900 dpm 100L-1, 

Table 5). Sediments in Galway Bay, on the other hand, had ten times lower Ra activities 

(330 dpm 100L-1). Intertidal sediments, coarser sediment in Kinvarra tended to have 

intermediate values between fine sediment and Galway Bay values (528 – 1528 dpm 100L-

1) and represented 15% of the bay floor.  

As two sediment types in the intertidal area had distinct Ra porewater activities, we 

assume for the later calculations that they represent each half of the sediment present in 

the intertidal area (8% of the total bay floor each). Only a small amount of water 

circulation in sediment previously not affected by seawater intrusion may thus be enough 

to explain the increase, and thus we consider this sediment as a potential Ra source.
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Table 5: Potential Ra sources and the resulting saline SGD fluxes if they are the primary Ra sources for the bay during low groundwater level period. Hydraulic 
conductivities for sediments are 25th and 75th quartiles for US sediments classified by texture and bulk density, from Pachepsky and Park (2015). Porewater Ra and 
surface bound Ra were determined by the resuspension of each sediment type in Ra-free sea water during the current thesis. Bulk density and porosity were also 
determined in this work. 

Sample description 

Ai, Area occupied by this bay floor 
type for each zone (%) 

Infiltration 
rate/Saturated 

Hydraulic 
conductivity  

Fi, Contribution to total 
recirculation in each zone of this 

bay floor type (%) 
Porosity 
(± 0.03) 

Bulk 
density 

C i desorbed 

Porewater Ra 
dpm 100L-1 

Ra224/ 
Ra223 

Surface bound Ra 
dpm 100g-1 

n 

Intertidal 
Subtid

al 
total mm h-1 intertidal subtidal total 

kg m-3 
sample 

224Ra  223Ra  224Ra  223Ra  

Limestone waters                

Borehole with saline intrusion in 
karst network 

70 8 42 22-47.5 
(Kelly et al., 

2015) 

83 -91 42-88 77 -90 - - 11 0.6 10 - - 1 

Intertidal sediment Kinvarra 
 

               

Silty sand with oxides and shell 
debris (1-2%) 

15 - 8 8.5-30.2 
(Pachepsky and 

Park, 2015) 

11 -7 - 9 -7 0.46 1379 
±30 

528 
±127 

30  
±7 

18 
±2 

0.29 
±0.04 

0.01 
±0.002 

1 

Sandy silt with mm rock fragments 
(1-2%) and oxides 

15 - 8 2.2-14.9  
(Pachepsky and 

Park, 2015) 

5.6 -2 - 5 -2 0.48 1275 
±30 

1528 
±367 

97 ±23 16 
±2 

0.9 
±0.1 

0.037 
±0.009 

3 

Subtidal sediment Kinvarra 
 

               

Organic rich silty clay - 92 42 0.4-5.7 
(Pachepsky and 

Park, 2015) 

- 58 -17 9 -2 0.75 548 
±30 

3900 
±936 

414 
±99 

9  
±1 

5  
±1 

0.6 ±0.1 1 

Galway Bay sediments                

Sandy silt with mm shell debris (2-
3%) and 1-2 mm angular rock 
fragments (5%) 

- - - 2.4-14.9 
(Pachepsky and 

Park, 2015) 

- - - 0.45 1474 
±30 

252 
±61 

17  
±4 

15  
±2 

0.08 
±0.02 

0.005 
±0.001 

1 

Clayey silt with mm rock fragments 
and shell debris (1-2%) 

- - - 1.3-10 
(Pachepsky and 

Park, 2015) 

- - - 0.46 1387 
±30 

330 
±79 

44 ±11 7  
±1 

0.11 
±0.03 

0.015 
±0.004 

2 
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Now that we have reviewed the physical sources of Ra to the bay, we can attempt to 

quantify the volume of recirculation that needs to be present to explain the observed Ra 

fluxes from the bay floor observed during summer/low groundwater level periods. 

 

4.5.2 The potential volume of porewater invaded by seawater that must occur when 
the groundwater level is low to explain the observed Ra increase. 

In the intertidal area, the effect of tide tends to create shallow saline recirculation cells, 

flushed with saline seawater over periods of hours to days (e.g. Fig 1 in Bratton, 2010). 

Recirculation of seawater also occurs in the subtidal area (e.g. Fig 1 and 2 in Bratton, 

2010), where the mixing between seawater and freshwater at the saline/fresh interface 

continuously drives water from the floor to the sea into the salt/freshwater interface and 

back to the sea (Cooper, 1965). This flow is a consequence of the mixing between 

seawater and freshwater by dispersion, diffusion and convection around the saline/fresh 

interface, driving seawater volume to the sea as a result of the freshwater movement and 

the density difference between freshwater and seawater (e.g. see Figure 2 in Cooper, 

1965). This mechanism is also present at the embayment and shelf scale (e..g. Figure 2 

and 3 in Bratton, 2010), which means that Ra fluxes driven by this process may also occur 

outside of a coastal system.  

However, due to the larger water depth present in such deep area, their total effect on 

Ra inventory is likely to be less significant than the same volume occurring in nearshore 

areas. From these observations, we can define four potential hypothesis that may explain 

an added continuous 224Ra and 223Ra fluxes along Kinvarra Bay during low groundwater 

level, which would not be present during high groundwater level. 

1) The volume of the intertidal saline recirculation cell increases when groundwater 

level decreases, favouring seawater intrusions in previously freshwater-saturated 

porewater and releasing additional Ra fluxes to the bay from the intertidal 

circulation cell. In this case, we can consider two sub hypothesis: 1a) The 

sediments are fully flushed regardless of the groundwater level, limestone aquifer 

is the only contributor to the Ra increase and 1b) the sediments are not fully 

flushed by seawater in high groundwater level, and both the limestone and 
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sediment are contributing to the flux. In both cases, we can expect that only the 

intertidal area contributes to added Ra fluxes to the bay.  

2) The volume of the aquifer where the recirculation of saline groundwater is present 

(the deep recirculation cell) increase when groundwater level decrease, causing 

an additional Ra release from the aquifer to the bay. In this case, the limestone is 

likely to be the primary Ra source, as the increase of volume will dominantly occur 

in the deep aquifer, and fluxes will preferentially come back to the bay in areas 

where the karst system is well developed. However, these fluxes may also lead to 

the resuspension of subtidal sediment, generating added Ra fluxes. The end 

member for this hypothesis is thus a combination of limestone and subtidal 

sediment, with a relative fraction function of the percentage of area occupied and 

infiltration rate of water through the surface. 

3) A combination of 1 and 2. The fluxes result from the increase of the volume of both 

the intertidal recirculation cell and the deep recirculation cell. In such cases, all 

sediment types in the bay contribute to the fluxes, as a function of their 

percentage area occupied and infiltration rate of water through them. 

4) Ra discharges are not coming from inside the bay but are advected Ra discharges 

from Galway Bay, either from shallow or deep saline recirculation cells. Given the 

trend observed in Figure 21, this hypothesis is only possible if the Ra inputs are 

advected to the system in deep waters, giving a similar pattern to the one of a 

continuous deep-water source. In such cases, the endmember is likely to have 

characteristics influenced by sediments in Galway Bay, and Galway Bay Ra 

activities in sediment might be used to assess the magnitude of the discharge 

needed to create the observed change. According to Schuler et al., (2020), who 

identified multiple springs outside of Kinvarra Bay: “Submarine groundwater 

discharge (SGD) in Galway Bay is likely to occur via sinkholes that are filled by 

sediments”. These sediment-filled features may provide preferential Ra sources 

during dry period when the freshwater flow decreases and saline water intrudes 

deeper in sediment previously saturated with freshwater. 

In Table 6, we estimate for these four hypotheses the volume of pore space previously 

occupied with freshwater that needs to be intruded with seawater to explain the observed 

Ra increase in the bay. The third column lists the end member values taken for each 

hypothesis (from Table 5). The volume of pore space intruded by seawater for each 

hypothesis was calculated as follows: 
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We considered that recirculated bay water within sediment or the karst aquifer (saline 

SGD) has a concentration equal to the mean bay water radium activity plus the radium 

desorbed due to the intrusion of seawater in pore space previously saturated with 

freshwater. From this, we can estimate the volume of saline SGD as follows: 

𝑄𝑅𝑆𝐺𝐷  =
𝐴𝑏∗𝐹𝑅𝑎

𝐶𝑏+𝐶𝑑𝑒𝑠𝑜𝑟𝑏𝑒𝑑 
                 (3.12) 

Where QRSGD is the flow (m3 d-1) of additional saline SGD (RSGD) necessary to explain the 

increase of Ra activity within the bay; FRa is the Ra fluxes from the bay floor (dpm m-2 d-1); 

Cb is the activity of radium in the bay during winter, when RSGD was minimal (10 dpm m-3); 

Ab is the area of the bay at mean tide (2 ×106 m2); Cdesorbed, is the concentration of Ra 

released per volume of porewater, when seawater invades a volume of porewater 

previously saturated by freshwater. 

For Hypothesis 1a, only one end member contributes significantly to the Ra fluxes in 

the bay, and the values listed in Table 5 (Ci desorbed) are used for the value of Cdesorbed. 

However, for hypothesis 1b, 2, 3 and 4, several end members are expected to contribute 

to the added Ra in the bay. In such cases, Cdesorbed was calculated using two alternative 

methods.  

The first method assumed that the relative role of a bay floor type for the total 

recirculation of bay water occurring in a section of the bay (intertidal area, subtidal area 

or total bay area in Table 5) was mainly dependent on its surface of contact with the bay 

waters. The second method assumed that the relative role of a bay floor type for 

recirculation was dependant on both the surface of contact and infiltration rate.  

The first method estimates Cdesorbed from the equation: 

𝐶𝑑𝑒𝑠𝑜𝑟𝑏𝑒𝑑 =  ∑ 𝐶𝑖 𝑑𝑒𝑠𝑜𝑟𝑏𝑒𝑑
𝑛
𝑖=1 𝐴𝑖                (3.13) 

Where Ci desorbed is the quantity of Ra released per volume of porewater intruded with 

seawater for a given sediment or rock type; Ai the proportion of the bay that is covered 

by this sediment type or rock type. 

The second method estimates Cdesorbed from the equation: 

𝐶𝑑𝑒𝑠𝑜𝑟𝑏𝑒𝑑 =  ∑ 𝐶𝑖 𝑑𝑒𝑠𝑜𝑟𝑏𝑒𝑑
𝑛
𝑖=1 𝐹𝑖                (3.14) 
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Where Ci desorbed is the quantity of Ra released per volume of porewater intruded with 

seawater for a given sediment or rock type; Fi the relative role of the sediment/bay floor 

type for the total volume of seawater crossing the bay floor (Table 5), calculated from 

equation 3.11. 

The resulting range of potential RSGD flow increases between high and low 

groundwater level is between 0.2 ×105 m3 d-1 and 80 ×105 m3 d-1, depending on the 

hypothesis on the Ra source and the Ra isotope considered (Table 6). The estimated saline 

SGD flows are maximal if karsts are the main Ra source for the bay (Hypothesis 1a in Table 

6), and the lower range if the subtidal area in the bay is the main Ra source for the bay 

(Hypothesis 2 in Table 6). As we defined each estimates in term of recirculation processes 

(deep vs shallow recirculation, in Table 6), this range may be refined with additional Ra 

measurements in the bay to determine which of these hypotheses is the most likely 

explanation of the observed increase of Ra fluxes between high and low groundwater 

level conditions. 

Our previous work showed that fresh SGD to Kinvarra Bay during these surveys varies 

between 1-5 to 15-20 ×105 m3 d-1 (Table 4). Saline SGD discharge are thus between one 

per cent (0.2 ×105 m3 d-1, Table 6) to eighty times the fresh SGD (maximum rate: 8 ×106 

m3 d-1, Table 6). The largest saline SGD value (4 ×106 -8 ×106 m3 d-1) is found if the karst 

aquifer is assumed as the primary source of Ra, with no Ra contribution from sediment. 

Estimates using equations derived from Schneebeli (1986) (RSGD= 5.5-31.6 per cent FSGD 

during spring tides, depending on groundwater level) are thus in the lower range of these 

two extreme values. This can be expected as the estimates of minimum saline SGD 

fraction using Schneebeli (1986) equations did not consider density-driven recirculation, 

which drives large additional volumes of deep seawater recirculation in a heterogeneous 

system such as karst (Cooper, 1965). This leads us to think that a shallow recirculation of 

seawater probably occurs in the intertidal area. Thus, hypothesis 2, which assumed 

negligible shallow recirculation in Table 6, is unlikely.  

Moreover, the borehole had a more marked increase of salinity than the spring (Figure 

22), suggesting that deep recirculation is also occurring. Thus, hypothesis 1b is also 
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unlikely. We can thus reduce the range of likely recirculation affecting the system to 0.3-

80 ×105 m3 d-1 (hypothesis 1a, 3 and 4).  

This range can be further reduced to 0.3-4.4 ×105 m3 d-1 (hypothesis 3) if we assume 

that (1) “saline” SGD through Galway Bay sediment has a negligible influence on the 

system, (2) the karst is not the only contributor to the increased Ra, but sediment from 

the bay floor also contributes. A given Ra source can have a detectable effect on Ra 

activities if : the Ra source is large compared to the volume of the system to lead to a 

significant change; the timescale of Ra inputs transfers to the measurement points is 

shorter than the renewal time of the system and the half-life of the isotope considered. 

Schuler et al., (2020) identified several springs in Galway Bay which may be related to 

former sinkholes filled with sediments, derived from a period when the sea level in the 

area was lower. These structures may act as preferential Ra sources during low 

groundwater level periods. However, the volume of Galway bay is more than one order 

of magnitude larger than the volume of Kinvarra Bay. As a result, Ra inputs in Galway bay 

from sediments occurs are likely to be strongly diluted, particularly if they occur as a result 

of saline recirculation, thus discharging water with similar density to Galway Bay waters, 

easier to mix than fresh SGD. Moreover, the half-life of 224Ra is 3.6, and 11.4 days for 223Ra, 

thus decay is likely to be significant during the transfer of such inputs to Kinvarra deep 

waters. As a result of these combined factors, such sources should not lead to a pattern 

similar to a continuous Ra source from deep waters as observed here. Moreover, as a 

result of dilution and decay, and of the lower Ra activities in Kinvarra sediment, the effect 

of Galway bay sources on Kinvarra Ra activity is likely to be small compared to Ra sources 

occurring directly within Kinvarra bay.  

As a result of this however, using different Ra isotopes to assess “saline” SGD may lead 

to a different range of figures for this system compared to what was presented here. It 

can be noted as well that the maximum high tide levels during the periods sampled here 

are 1m lower than the maximum possible level in Galway Bay long-term recordings (3.6 

m). A larger saline SGD proportion may be thus present during periods with larger tide 

fluctuations than considered here. In the next section, we discussed how the composition 

of the total SGD fluxes is modified as a result of this larger fraction of saline SGD in the 

karst during spring tides low groundwater level periods. 
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Table 6: Potential saline SGD discharge derived from Ra isotopes, using five different hypotheses of recirculation mechanism. 

Hypothesis for the observed Ra increase 
during low groundwater level periods 

End member contributing to the Ra 
fluxes 

Volumes of porewater invaded by seawater explaining the observed Ra increase (105 m3 d-1) 

Estimated from equation 3.13 (relative role of bay 
floor types dependant on area) 

Estimated from equation 3.14 (relative role of bay 
floor types dependant on area and Infiltration rate) 

Using 224Ra Using 223Ra Using 224Ra Using 223Ra 

Hypothesis 1a: Increase of shallow or deep 
recirculation, driven by tidal pumping of bay 
water in karst network only (diffuse and 
conduit). 

Limestone diffuse karst in the 
intertidal area and conduit karst 
aquifer throughout the bay 

45 80 45 80 

Hypothesis 1b: Increase of shallow 
recirculation driven by tidal pumping of bay 
water in both karst network and sediment. 

Limestone diffuse karst aquifer and 
sediment in the intertidal area 

1.7 2.9 3.5 –6.9 6 -12 

Hypothesis 2: Increase of deep 
recirculation coming back to the bay with 
Ra throughout the bay floor, increasing 
salinity levels in both limestone and 
sediment. 

Sediment and limestone karst 
aquifer in the subtidal area. 

0.1 0.1 0.2 – 0.8 0.2 – 0.8 

Hypothesis 3: Increase of both deep and 
shallow recirculation 

All sediment and limestone in the 
bay 

0.3 0.3 1.1 – 3.5 1.2 – 4.4 

Hypothesis 4: The Ra increase only comes 
from advection of water from outside of the 
bay. 

Galway Bay sediment 1.6 - 2.1 1.2-3.1 1.6 - 2.1 1.2 - 3.1 

Range of R SGD from all hypothesis (105 m3 d-1) 0.1- 80 0.2 - 80 
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4.5.3 Effect of low groundwater level periods on nutrient reactions and fluxes in the 

surface/groundwater interface 

Coastal aquifers such as karst, basalt or laminated sand usually have a thick brackish 

interface layer between saline and fresh groundwater, as a result of the heterogeneity of 

permeability and porosity of these aquifers driving larger dispersion than in homogeneous 

aquifers (Cooper, 1965). Here, we observe a slight salinity increase instead of a sharp 

salinity increase with decreasing groundwater level in the borehole (Figure 22), which 

confirms that a relatively thick brackish transition layer indeed exists in the deep sections 

of this aquifer at the interface between pure seawater and pure freshwater (potentially 

similar to figure 5 in Cooper, 1965). The presence of such interface tends to amplify the 

recirculation of seawater in the deep aquifer (Geological Survey, 1965), thus increasing 

saline SGD compared to what would be expected considering the groundwater head. 

Besides, it suggests that deep recirculation of seawater is indeed occurring. Thus, this 

confirms that hypothesis 1b is unlikely: the movement of the deep saline/fresh interface 

in the aquifer is contributing in part to the observed change of composition of the SGD 

fluxes. This movement could be related to the seasonal fluctuation of groundwater level 

and potentially sea level (see conceptual model in Figure 24). 

The peak of salinity coincided with a decrease of dissolved oxygen and change of SRP 

values in the borehole when groundwater level is below 3m. This may occur if the 

borehole was tapping in part in the brackish transition layer (e.g. as a result of the 

movement of the brackish/fresh interface in the deep aquifer towards the borehole as 

shown in Figure 24). A decrease of dissolved oxygen was also visible at groundwater level 

4m or lower in the spring (Figure 22), thus the effect does not seem to be limited to the 

direct proximity of the borehole.  

Such change of dissolved oxygen and SRP suggests either increased rates of biological 

reactions consuming oxygen or longer pathways of the discharged water. These may be due 

to: 

(1) A larger fraction of older water, coming from deeper karst, which had more time to 

become depleted in oxygen and enriched in dissolved P through the degradation of 

particulate or organic matter (for example, if the borehole tap “older” aquifer 
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waters deeper below the saline/fresh interface, Figure 24), or from the primary 

porosity. 

(2)  Different rates of oxygen consumption in the catchment and its aquifer in summer. 

During summer, the drier soil typically leads to larger respiration and degradation 

of organic matter in sediments, decreasing oxygen level in porewater. The lower 

recharge also plays a role, by favouring the presence of a larger fraction of older, 

oxygen-poor waters in the aquifer, by diminishing the inputs of oxygen-rich 

recharge water (Champ et al., 1979).  

This observed change of dissolved oxygen may modify both the nitrogen and phosphorus 

cycles in the subterranean estuary around Kinvarra bay: 

First, Ammonium-oxidizing microorganisms are less sensitive to reductions in dissolved 

oxygen (DO) content than nitrite-oxidizing ones (Anderson, 1982; Lipschultz et al., 1990). 

As a result, reduced O2 levels may, in turn, lead to incomplete nitrification, due to lack of 

oxygen to complete the transformation of NH4 in NO3, leading to an increase of NO2. In 

the marine environment, NO2 peaks are generally associated with reduced DO (Gruber, 

2008; Morrison et al., 1999). This can lead to a superposition of NO2 formation by 

(aerobic) nitrification, and NO2 formation by (anaerobic) denitrification (e.g. Yakushev and 

Neretin, 1997) both of which can co-occur at very low but non-zero DO. In coastal karst 

environment in which seawater intrusion occurs, on the other hand, increased NO2 

associated with decreased DO has been previously associated with the presence of deep 

karst conduits favouring the recirculation of seawater over large timescales (Garman and 

Garey, 2005). In such cases, nitrite levels are higher at the transition zone between low 

oxygen deep karst and surface karst waters (Garman and Garey, 2005).  

Secondly, phosphorus desorption is dependent on oxidoreduction properties. Reducing 

conditions are more favourable for the presence of SRP in solution, as some P binding 

sites such as Fe or Mn (oxy)hydroxides are less stable under reducing condition (Colman 

and Holland, 2000; Paytan and Mclaughlin, 2007). Despite the different oxidoreduction 

properties, the increase of salinity and decrease of oxygen levels may also amplify the 

desorption of P and dissolution or transformation of phosphorus-containing minerals 
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(Price et al., 2010), releasing additional phosphorus to the system compared to what is 

typically present in the spring (Figure 24).  

 

In Kinvarra catchment, a more marked changes of salinity (Figure 22a) and NO2 (Figure 

22b, c) was observed for the borehole than for the spring when groundwater level is low 

during spring tides. This difference suggests that the added saline discharge is coming 

from a deep conduit through a long pathway instead of coming from direct superficial 

salinity intrusions from a superficial karst network, as such superficial saline intrusion 

would most likely affect Kinvarra spring before the borehole. 

The observations in the karst and Kinvarra spring show that recirculation of seawater 

occurring during low groundwater levels lead to larger dissolved phosphorus, radium and 

potentially other elements in the discharged waters to the bay. Conversely, only an 

increase of radium and no significant increase of dissolved SRP was visible in the bay water 

column. Moreover, there was no correlation between Ra level and SRP.  

To find potential explanations for this trend we can first examine the sorption properties 

of Ra2+ and PO4
2- ions.  Ra2+ and PO4

2- ions can potentially occupy sorption sites of similar sizes 

(their size are 221 pm and 238pm respectively) and tend to be both released following salinity 

increases (e.g. Price et al., 2010 ; Webster et al., 1995). Due to their opposite charge however, 

the mechanism for desorption is distinct. With increasing salinity, the competition with 

cations such as Na+ (227 pm ion size) increase and lead to the release of cations (such as Ra2+) 

previously occupying negatively charged sorption sites. In the case of phosphorus, the 

desorption occurring with increasing salinity, is a combined effect of (a) the dissolution of Ca-

P compounds, (b) the substitution of positively charged ions (such as Ca2+) by Na+ on 

negatively charged sorption sites (Sharpley et al., 1988), reducing the ability of sorption sites 

to absorb negatively charged ions, and (c) the increasing competition with other anions in 

seawater for sorption sites.  

Moreover, the sorption and desorption properties of soils are also a function of their 

oxidoreduction profiles. Under reducing conditions, oxic soils and marine sediments tend to 

retain the Mn, Fe (oxy)hydroxides, which are preferential sorption sites for both Ra and SRP. 

Under anoxic conditions, on the other hand, (oxy)hydroxides tend to be dissolved, releasing 
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elements adsorbed to them (Colman and Holland, 2000; Paytan and Mclaughlin, 2007). Thus, 

the increased salinity and reduced dissolved oxygen in porewater should be expected to lead 

to an increase of both SRP and Ra in bay water during periods of high saline SGD as it can lead 

sediment towards reducing conditions. Recirculated SGD would be then a source of added P to 

the bay (Figure 24).  

However, here, no correlation is observed between Ra and SRP levels. This absence of 

correlation suggests that the added P inputs are rapidly consumed in the bay water column 

and superficial sediment layer, while Ra, as an element generally not used by the biological 

activity, remains. Phosphorus is a limiting nutrient for this system (Rocha et al., 2015), and 

added phosphorus would rapidly be transferred to organic matter and particulate form by 

the local biological activity, which is typically maximal during summer, low groundwater 

level periods when most of the saline SGD occurs. Such transfer to organic matter may occur 

within the water column, consumed by phytoplankton or macroalgae in the bay, and may 

provide in such areas less phosphorus limiting conditions than without saline SGD fluxes.  

For example, a previous study showed that macroalgae types in Kinvarra were affected 

by the relative availability of phosphorus and nitrogen (Tara et al., 2018): sites with low N:P 

due to high fresh SGD were having more widespread species of Fucus vesiculosus and 

Enteromorpha intestinalis than Ascophyllum nodosum (Tara et al., 2018). Sites where saline 

SGD is present dominantly over fresh SGD may thus favour the survival of species requiring 

larger P availability such as Ascophyllum nodosum. This may be possible however only if the 

added P is not directly consumed by the local phytoplankton bloom, in which case the added 

inputs may have a negative effect on macroalgae in general by shading, unless the area 

considered is well flushed. 



143 

 

 
Figure 24: Conceptual model of the recirculated SGD in Kinvarra Bay. Brackish/fresh interfaces 
provided are theoretical interfaces if the karst network is sufficiently dense to allow deep 
recirculation of seawater. Actual brackish/fresh and groundwater level interfaces are likely to be 
modified by the deep structure of the karst, but would require a more accurate quantification of 
the karst system directly around Kinvarra Bay to be estimated. 

 

4.5.4 Discussion on the representativeness of the transects analysed here for the 

annual variability 

To determine to what extent the changes we observed in the freshwater end member 

and in Kinvarra Bay may be representative of the annual variability, we relate the survey 

in the current study to the annual changes of groundwater and tidal variability in Figure 

25. Between 2016 and 2021, sea level at spring tides were closer to or higher than 

groundwater level around May-June-July-August or July-September (Figure 25). These 

periods can be subdivided in three to five smaller periods during which spring tides are 

the highest and are likely to lead to exceptionally high rates of saline SGD. The samples in 

the current study were taken close to spring tides, when sea-level fluctuations are the 

highest. These surveys are thus likely to represent the current mid-upper range of the 

effect of recirculation and seawater intrusion for the karst nutrient transformations. 

However, the maximum tidal level occurring during the surveys (2.3 m in Table 4), is still 

one meter lower than the maximum variability observed in the nearby Galway Bay (3.6 

m), which suggests that periods of larger saline recirculation in the aquifer may be 

possible.  



144 

 

 
Figure 25: Groundwater and tidal variability between 2016 and 2020 compared to the conditions 
prevailing during the surveys in this work. Vertical colour zones highlight periods when the 
groundwater level measured at Killiny borehole is closer to or lower than the spring tide high tide 
sea level. 

On the other hand, neap tides are likely to be less impacted by such seawater intrusion, 

unless by saline SGD due to the seaward movement of the saline-fresh interface (such as 

described in Kohout, 1965). As a result of this influence of tidal variability, the effect of 

groundwater level on dissolved oxygen, NO2 and SRP observed here during spring tides 

(Figure 22) is not likely to appear as clearly in the EPA long term sampling in Kinvarra 

springs, which does not select specifically spring tides surveys. However, in the EPA 

dataset (2007-2015), dissolved oxygen in Kinvarra springs tend to be larger with increasing 

groundwater level, with values below 50% DO more frequent when groundwater level in 

Killiny Borehole was lower than 6m. Moreover, if we consider only the periods when the 

tidal variability and groundwater level variability is readily available (2010-2015), the 

maximum SRP level (24 µg/l) and NO2 concentrations (10 µg/L) observed by the EPA long 

term monitoring of Kinvarra springs occurred during a survey when daily tidal variation 

was maximal, and groundwater level at Killiny was less than 3 m (2.41m). Thus, the trends 

observed in the EPA dataset do not contradict the evidence provided here. 

To conclude, we show that a significant increase of SRP levels, increased NO2 and 

reduced level of dissolved oxygen can occur in the discharged submarine groundwater 

discharge flux during such periods of spring tides occurring during droughts, creating 

potential ecosystem changes.  

These periods coincide with periods during which Harmful Algae Bloom (HAB) are most 

common in Ireland (Figure 25). These are: Mid-March to early may for Amnesic Shellfish 

Poisoning events, April to December for Azaspiracid Shellfish Poisoning events, May to 
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December for Diarrhoeic Shellfish Poisoning events, June to mid-July and end September 

for Paralytic Shellfish Poisoning events (see Marine Institute, 2019b).  

Low groundwater level conditions could thus amplify the intensity of blooms and play 

a role in the timing of HAB related closure of aquaculture activities, by driving additional 

inputs of solutes to the system (including limiting nutrients such as phosphorus) from 

sediment and section of karst previously not affected by salinity intrusion, during periods 

favourable for plankton growth.  

On the other hand, the reduced dissolved oxygen in the discharged waters may increase 

the daily fluctuations of oxygen due to day-night cycle of primary production, amplifying 

P fluxes from the bay floor and increasing stress for marine organisms closest to the spring 

during such periods. The EPA long term sampling shows such oxygen fluctuations that are 

probably the result of the combined effect of reduced dissolved oxygen in the spring when 

groundwater level is low (Figure 22) and of the spatial and temporal changes of primary 

production-respiration.  

Additional sampling of radium, nutrient and dissolved oxygen changes in Kinvarra spring 

along the tidal cycle during neap and spring tide surveys would allow to study further the 

effect of different rates of recirculation on dissolved oxygen and nutrient in karst springs 

and their linked bay, and validate which of the recirculation mechanisms listed in Table 6 

is dominant for this system. 

 
 

4.6 Conclusion of Chapter 4 

Our combined method involving radium measurements, nutrient, dissolved oxygen and 

equations derived from Schneebeli (1986) allows studying the variability of the 

composition of SGD under different groundwater level conditions for a karst system and 

its effects on the bay chemistry. We demonstrate that the fraction between saline SGD 

and fresh SGD during spring tides is dependent on the hydraulic gradient in the regional 

aquifer (groundwater level-sea level). Furthermore, we give a preliminary assessment of 

saline SGD fluxes for this system during spring tides following five different hypotheses 

on the nature and location of the seawater recirculation affecting the bay. From this, we 
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derive the effect of these recirculation fluxes on nutrient transformations in the 

subterranean estuary. Saline SGD discharge estimated from the radium inventories in the 

bay represented between 0.2 ×105 m3 d-1 and 80 ×105 m3 d-1 (1-2 per cent to 80 times the 

fresh SGD discharge to this system) depending on the hypothesis on the dominant 

recirculation mechanism leading to the Ra increase (shallow, deep or a combination of 

both) and the method used to calculate the relative contribution to Ra fluxes from each 

bay floor type. The most likely hypothesis (hypothesis 3) considering that the added Ra 

comes from the increase of the volume of both deep and shallow recirculation cells lead 

to an intermediate range of 0.3-4.4 ×105 m3 d-1.  This is thus of a similar magnitude to the 

range for fresh SGD in the bay previously estimated. Equations derived from Schneebeli 

(1986), ignoring density and dispersion-driven recirculation led to a range of RSGD/FSGD 

ratio between 5% ±1 and 32% ±2, with the highest proportion observed for the lowest 

groundwater level. The added solute fluxes (here mainly radium and phosphorus) caused 

by saline SGD are the most significant during spring tides periods coinciding with low 

groundwater level (<6m here). This additional flux is likely to be created by bay water 

recirculation through the bay floor, releasing radium and other elements that tend to be 

released from particles under change of salinity and dissolved oxygen (such as 

phosphorus). The potential source for the observed increase would be either sediment, 

section of superficial karst aquifer typically saturated with freshwater, or changes of 

chemical conditions in deep karst networks. The SGD fluxes had reduced oxygen levels 

during low groundwater level periods. The combined effect of larger soil organic matter 

degradation and lower recharge in the catchment, and the additional dissolved oxygen 

consumption in the aquifer driven by the inputs of nutrient and dissolved organic carbon 

by seawater recirculation may explain this reduced oxygen levels. These combined effects 

were shown to be able to lead to greater availability in solution of P and NO2 levels but 

may have effects on other elements sensitive to oxidoreduction conditions. In a context 

of global sea-level rise and increasing groundwater pumping for water supply, these 

combined trends are likely to lead to the release of solutes to coastal areas during drought 

periods coinciding with spring tides, and thus to play a role for the timing of blooms, 

reduced dissolved oxygens and other changes connected to land-derived solute fluxes in 

coastal areas. 
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5 PAPER C: Radium isotope ratios as a tool to characterise 

nutrient dynamics in a variably stratified temperate fjord. 
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5.1 Abstract  

The effect of freshwater discharge on solute vertical mixing and horizontal transfer 

rates is evaluated in a variably stratified temperate fjord (Killary Harbour, Ireland) using 

the activity ratios of 224Ra and 223Ra in the water column. With high river discharge (>1.7 

×106 m3 d-1), surface 224Ra/223Ra activity ratios (ARs) decreased from 18.0 ±7.1 to 8.6 ±0.9 

from the inner to the outer fjord and the system becomes stratified, resulting in clear 

differences of 224Ra/223Ra ARs between surface and bottom layers. When river discharge 

was low (<0.6 ×106 m3 d-1), 224Ra/223Ra ARs dipped from 19.6 ±5.1 to 8.0 ±1.8 in the inner 

system before increasing again toward the outlet to the sea up to 11.3 ±3.6, and the water 

column was well mixed: the difference in 224Ra/223Ra ARs and salinity between surface 

and bottom layers was minimal. Longitudinal seaward decreases of surface water 

224Ra/223Ra ARs within the inner fjord independently of river discharge suggested that the 

contribution of benthic-pelagic coupling to surface solute inventories is small in the inner 

section of the system. Conversely, the increase of 224Ra/223Ra ARs during low discharge 

conditions indicated that the slower flushing of the system, coupled with a well-mixed 

water column, facilitated solute transfers from deeper waters to the surface in the outer 

fjord. The effect of discharge on the residence time of water in the inner fjord was also 

determined using radium ages: longitudinal water flushing timescales are quickly reduced 

in the inner part of the bay with increasing discharge. We show that the degree of vertical 

mixing is an important driver of nutrient ratios in the system. Retention of soluble reactive 

phosphorus (SRP) and Ra in deep water and a higher molar N:P ratio in surface water were 

more likely under stratified conditions. Stratification may therefore amplify the effect of 

variable watershed inputs on the estuarine N:P ratio in Killary Harbour.  
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5.2 Introduction 

Estuaries are key components of the land-ocean interface. They regulate watershed 

nutrient fluxes to the sea and contribute to the atmospheric CO2 budget (Regnier et al., 

2013), providing critical benefits to human society (Barbier et al., 2011; Costanza et al., 

2014). Human activities have changed both the quantity and nature of terrestrial carbon 

and nutrient flowing into estuaries and the coastal ocean with likely consequences for 

global biogeochemical cycles and climate (Rabouille et al., 2001; Regnier et al., 2013; Ver 

et al., 1999). However, the role of estuaries as regulators of land-ocean nutrient fluxes is 

still poorly constrained (e.g. Borges, 2005; Mackenzie et al., 2005; Regnier and Steefel, 

1999). This results mainly from the large spatial and temporal variability of the estuarine 

physicochemical environment. 

Sediment-water fluxes and the reaction rates of elements within estuaries are 

significantly modified by the dynamics of stratification and flushing (e.g. Borges, 2005; 

Regnier and Steefel, 1999). Spatiotemporal changes of stratification in estuaries affect the 

transfer of solutes and nutrients between surface water, deep water and sediments. 

Furthermore, they impact the initiation of algal blooms, including harmful algal blooms 

(HABs) (Berdalet et al., 2017; Leming and Stuntz, 1984; Wyatt, 2014) and influence the 

makeup of phytoplankton communities in the water column (Frenette et al., 1996; Mena 

et al., 2019). Changes to flushing also affect chemical reactivity and solute concentrations 

(e.g. Andrews and Muller, 1983; Eshleman and Hemond, 1988; Boynton et al., 1995) with 

knock-on effects on the development of phytoplankton blooms (Tomasky-Holmes et al., 

2013) or even on ecological succession, including the relative dominance of 

phytoplankton over macroalgae (Valiela et al., 1997).  

In estuaries, timescales of water exchange with the sea can vary from a few to several 

hundred days, depending mainly on freshwater discharge (Alber and Sheldon, 1999). 

Moreover, the spatial variability of water exchange times in systems that are not well mixed, 

either laterally or vertically, can also vary across two orders of magnitude (Monsen et al., 

2002; Webb and Marr, 2016). The complexity of real systems with regard to water renewal 

timescales is therefore not adequately represented by equations that assume complete 

mixing such as the flushing time (Geyer et al., 2000) or the tidal prism model (Dyer and 



151 

 

Taylor, 1973). To consider the spatial variability occurring in real-world systems, two 

timescales are necessary: the residence time, i.e. the time any water parcel takes to leave 

a coastal water body through its outlet to the sea from a given location (Dronkers and 

Zimmerman, 1982; Monsen et al., 2002), and the water age, i.e. the time a water parcel has 

spent within a water body since entering it (Zimmerman, 1988). Spatially variable water 

ages and residence times can be estimated with hydrodynamic models (Chen, 2007; Webb 

and Marr, 2016), or measured using radioactive tracers (Moore et al., 2006; Tomasky-

Holmes et al., 2013). Estuarine circulation models still require a parametrisation of vertical 

mixing processes, on which questions of accuracy pend (Geyer and Ralston, 2011), and 

radioactive tracer methods were originally developed for coastal areas that were 

sufficiently far from the coast to have only one, dominant, radioisotope source (e.g. Moore, 

2000). Estimating the spatial variability of water ages is more challenging in areas with 

multiple potential tracer sources such as estuaries, unless a unique source of constant 

radioisotope activity throughout the system is assumed (e.g. Moore et al., 2006). 

Nevertheless, radiotracers can help constrain sediment-water solute fluxes and the 

spatiotemporal variability of flushing in estuaries (e.g. Moore, 2000; Moore et al., 2006; 

Tomasky-Holmes et al., 2013). Thus, these techniques can validate modelling forecasts of 

residence time or water ages where other methods require the expensive collection of high-

resolution temporal and spatial data (e.g. 400 drifters and 6000 driftcards in Pawlowicz et 

al., 2019). Ra isotope activity ratios determine both residence time and water age across a 

system (Moore, 2000; Moore et al., 2006). The four isotopes of radium (223Ra, 224Ra, 226 Ra, 

228Ra) have different half-lives, and the choice of isotope pairs to apply is determined by the 

timescale of interest (Moore, 2000).  

Most importantly, radium isotope activities in a water sample integrate the short-term 

variability of stratification, sediment inputs, water mixing and renewal over the half-life 

of the isotope. For this reason, they provide time-averaged estimates of the magnitude of 

stratification, framing the conditions under which sediment-water fluxes are (or not) 

mixed throughout the water column. So far, however, very few studies have looked at the 

spatiotemporal variability of radium in estuaries in this way. As the natural processes 

leading to radium release in estuaries also lead to the release of key nutrients such as 
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phosphorus, grasping the dynamics of radium availability and mixing in estuaries is likely 

to improve the understanding of the estuarine biogeochemical and ecological functions. 

Here radium isotopes were used to assess the spatiotemporal variability of estuarine 

flushing, and subsequently, the effect of water column stratification on the fluxes from 

bay floor sediments and on the nutrient resource-ratio availability in a variably stratified 

fjord. We used six longitudinal profiles of 224Ra/223Ra ages, nutrient concentration (N, P) 

and salinity, sampled at different times of the year in surface and deep waters from Killary 

Harbour in Western Ireland. We illustrate the combined effects of stratification, 

spatiotemporal changes to water ages and seasonal variability on elemental nitrogen: 

phosphorus (N:P) resource- ratio availability to the water column, demonstrating how this 

approach can provide insights into the biogeochemical functioning of estuarine 

ecosystems. 

 

5.3 Materials and methods 

5.3.1 Study Site - Killary Harbour 

Killary Harbour is a fjord situated on the west coast of Ireland (Figure 26). On average, 

from 2015 to 2018, aquaculture activity in the bay produced 1035 tonnes of salmon 

(Salmo salar) and 866 tonnes of rope mussel (Mytilus edulis) annually - 7% and 10% 

respectively of the national production for these species (BIM, 2018a, 2018b). The fjord is 

11 km long, 700 m wide and has a mean tide average depth of 12 m, with a maximum 

depth of 42 m near the mouth. The mean tide volume is 1.1 ×108 m3, as determined using 

INFOMAR data (Geological Survey of Ireland/Marine Institute, 2019). The water column 

varies from well mixed to stratified, with the halocline developing between 3 and 10m 

depth (Keegan and Mercer, 1986). The system receives freshwater at a mean flow rate of 

1.4 ×106 m3 d-1 from a catchment area of ~260 km2, delivered mainly by two rivers, the 

Bundorragha and Erriff, which drain respectively 19% and 63% of the catchment area 

(Figure 26). The catchment is mainly composed of sandstone and conglomerate, with tuffs 

and ignimbrites from the early Paleozoic, classified as a poorly permeable aquifer (GSI, 

2020). 

https://www.infomar.ie/data


153 

 

 
Figure 26. Bay and river water sampling locations (points 1-3) in Killary Harbour and its 
surrounding catchment. Rope mussel and salmon farms locations are shown with dashed and 
greyed symbols. The Environmental Protection Agency (EPA) monitors river flow rates of the 
Bundorragha River (upstream from sampling point 3). The four zones defined here are used later 
in the paper to analyse the potential Ra fluxes in each part of the bay. 

 

5.3.2 Salinity and nutrient concentrations 

Samples were collected during six longitudinal transects of Killary Harbour during the 

ebb tide on August 24, 2017; February 16-17, 2018; July 16, 2018; October 25, 2018; 

January 23, 2019; April 04, 2019, close to the spring tides on each occasion. The February 

2018 survey also included transects during both ebb and flood to evaluate the effect of 

the tidal stage on the bay biogeochemistry. Samples were collected from the surface (0.5-

1m) and at depth (~ 2 – 3 m above the bay floor) using a 5L Niskin bottle. River waters 

were also sampled during each survey in river Erriff, Bundorragha, and Bunowen (Figure 

26). Each location was sampled in triplicate vials filtered separately, either before or after 

each survey, making sure that flow conditions during sampling were similar to condition 

prevailing during and before each transect. Salinity and turbidity were measured using a 

calibrated Aquaread® Aquaprobe 1000, with salinity values verified using a Carl Stuart 

Limited Cond197 i WTW electrical conductivity probe. Samples for dissolved nutrient 
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analysis were filtered using Rhizon membranes into vacutainers (J. S. P. Ibánhez and 

Rocha, 2014; Jiang et al., 2017), before analysis within 30 days for DIN, and 10 days for 

SRP (Jiang et al., 2017), using standard colorimetric methods (Grasshoff et al., 2009). DIN 

was analysed with a Lachat Quickchem 8500 FIA system, following manufacturer-adapted 

methods for sequential analysis (Lachat instruments, 2002, 2001). SRP was determined at 

885 nm using a Hatch DR5000 spectrophotometer using standard colorimetric methods 

(Grasshoff et al., 2009).  

 

5.3.3 River flow rates 

Average flow rates of freshwater entering Killary Harbour in the period leading up to 

each sampling survey were estimated using 15 min resolution time series of flow rate 

measurements taken in Bundorragha River (EPA, 2019a), river stage measurements from 

the Erriff river, and river network and catchments maps (EPA, 2019b). The per cent 

contribution of each river to the total catchment freshwater flow was estimated from EPA 

sub-catchment limits of rivers connected to Killary Harbour (Figure 26). A power curve 

function and past unpublished measurement of stage and discharge provided by the 

Office of Public Works (OPW) was used to develop a stage-flow relationship for the River 

Erriff, following standard methods (Braca, 2008; ISO, 1998; Rantz, 1982). The stage flow 

relationship had a Nash-Sutcliffe Efficiency of 0.97 and included 14 points taken between 

1987 and 2018. Total flow rates in the rivers Erriff and Bundorragha were then added and 

divided by the proportion of the catchment occupied by the two river sub-catchments 

(~82%), to correct for ungauged flow and determine the total flow rate to the bay at any 

given time. Finally, this flow rate time series was used to determine the average discharge 

rates affecting Killary Harbour during the ten days before each survey. 
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5.3.4 Radium analysis  

Sampled on the same stations and dates as the nutrient’s measurements, activities of 

224Ra and 223Ra in the water column of Killary Harbour were used to assess the variability 

of estuarine flushing and evaluate vertical mixing. First, natural levels of 224Ra and 223Ra 

were preconcentrated on MnO2 coated acrylic fibres (Moore, 1976). Two 

preconcentration methods were used and did not lead to significantly different results. In 

the first method, the fibres were attached to moorings, approximately 1 m below the 

surface and 1 m above the bay floor, and left for 24 hours to accumulate radium activity 

from the bay water (Rocha et al., 2015). In the second method, a water volume of 

between 60-100 L was pumped at a flow rate of less than 1 L min-1 through cartridges 

filled with MnO2 coated acrylic fibres to adsorb the radium present (Moore and Arnold, 

1996). In both cases, the fibres were then rinsed with Ra free water, dried until a 

water/Mn fibre ratio of approximately 0.4-1.1 was reached (Sun and Torgersen, 1998), 

and measured on a Radium Delayed Coincidence Counter (RaDeCC) (Moore and Arnold, 

1996). To decrease the uncertainty of the final determination, at least three separate 

measurements were made on the same sample: after sampling, after 7-10 days (to 

improve the 223Ra estimate), and after 25 days, to correct for 228Th supported 224Ra levels 

(Moore, 2007). 227Ac supported activities for 223Ra, determined after 80 days for selected 

samples, were within the uncertainty of measurement of 223Ra.  

 

5.3.5 Main radium sources into the system. 

Source functions for Ra in an estuary may include riverine and oceanic inputs as well as 

estuarine sediments and groundwater (Swarzenski et al., 2003). To assess the 

contribution of sediments to the fjord Ra budgets, representative sediment types for the 

system were collected (Keegan and Mercer, 1986), both in intertidal (using a core 

sampler) and subtidal areas (using a grab sampler). The 223Ra and 224Ra that could be 

released from these samples were determined by resuspending these sediments in Ra-

free artificial seawater and measuring the increase of 223Ra and 224Ra in solution. As 

benthic metal oxide levels regulate Ra released from sediment (Gonneea et al., 2008), and 

some sandy silt sediments in the bay had high oxide mineral content, sandy silts with high 
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and low oxide contents were differentiated in the analysis. The observed values were 

afterwards converted into equivalent activity per volume of pore space and per weight to 

determine the likely range of the different Ra sources within the system. Subsequently, 

these values were used to develop a first-order estimate of the magnitude of Ra fluxes to 

be expected from the seafloor, suspended sediments, direct inputs of suspended 

sediments from side streams or from resuspension events in the bay.  

5.3.5.1 Benthic Ra fluxes due to diffusion and bioturbation 

To determine an upper range value for diffusive Ra inputs from the seafloor, the water 

column in deep waters was assumed to be well mixed. Additionally, it was assumed that 

the radium activity gradient between bay water and porewater, estimated with 

resuspension experiments, occurs close to the sediment-water interface (SWI). The 

spatial scale for the Ra concentration gradient across the SWI was estimated from redox 

profiling of bay sediments (Keegan and Mercer, 1986). The bulk sediment diffusion 

coefficient for Ra was determined with the free solution coefficient following Ulman and 

Aller (1982) using the measurements of sediment porosity. Maximum values for the 

temperature dependence were taken from Li and Gregory (1973). Finally, the calculated 

fluxes were corrected for the potential effect of bioturbation following Hancock et al. 

(2000). 

5.3.5.2 Ra release rates from suspended sediment in the bay water column 

To evaluate the potential for Ra release by sediment in suspension, the amount of Ra 

desorbed in the sediment resuspension experiments was multiplied by the suspended 

particulate matter (SPM) amounts in the water column, estimated from the turbidity 

measurements following Jafar-Sidik et al. (2017). As the relationship between turbidity 

values in NTU and suspended solids can be site-dependent, the annual range of SPM 

calculated was then compared to maximum particulate organic carbon (POC) measured 

at Killary by McMahon and Patching (1984), converted into SPM using winter POC/SPM 

ratios in Winogradow et al. (2019).  
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5.3.5.3 Ra fluxes from resuspension/deposition of deep sediments 

Keegan and Mercer (1986) cited resuspension due to tidal currents as a potential source 

of solutes in the bay. Sediment resuspension events occur when tidal, wind or wave-

driven currents are above a shear limit (the critical current velocity) and cause an increase 

of suspended sediment in the water column. Critical current velocities in Killary Harbour 

were assessed from a previous study on sediment types similar to type 1 sediment 

(Niemistö and Lund-Hansen, 2019). They were compared with velocities in Killary 

Harbour’s deep water (Keegan and Mercer, 1986) to assess the potential of sediment 

resuspension events to lead to Ra and phosphorus fluxes. Suspended sediment 

measurements and high-resolution bathymetry were then used to verify the observations 

and to identify the areas where resuspension was most likely during periods of high 

currents. 

5.3.5.4 Ra release originating in river suspended sediment loading 

The range of riverine SPM loads to Killary Harbour was assessed using freshwater POC 

data from the rivers Erriff and Bundorragha (Mcmahon and Patching, 1984) and a range 

of POC/SPM ratios in temperate river waters obtained by Abril et al. (2002). Riverine SPM 

loads were then multiplied by the maximum Ra activity measured in sediment.  

5.3.5.5 Ra fluxes from potential submarine groundwater discharge. 

The potential effect of submarine groundwater discharge (SGD) on the spatial 

variability of estuarine Ra ratios was assessed using three linked approaches.  

Firstly, the local geology, sediment types in the bay and the bathymetry were examined 

to look for preferential pathways for fresh SGD, such as permeable rocks, faults, or for 

saline SGD, such as sandy intertidal areas.  

Secondly, the relative ratio of fresh groundwater and river flux to the bay was assessed 

qualitatively from the Geological Survey of Ireland classification of aquifers (GSI, 2020) 

and from an examination of the density of river networks in the catchment.  

Thirdly, radon in water, as a tracer for SGD (Burnett and Dulaiova, 2003) which might 

also comprise Ra fluxes, was measured in two surveys (August 24 to 26, 2017 and February 

2018). This was done by continuously pumping bay water through gas exchange 
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membranes (Schmidt et al., 2008) using three Durridge RAD7 Rn monitors in parallel 

following Rocha et al. (2015). The first survey was conducted in the outer bay, the second 

in the inner bay. In addition to these surveys, radon levels were assessed in parallel with 

nutrient and Ra sampling transects for selected samples using a RAD7 and a modified 

WAT250 method (Durridge, 2015) for deep and surface samples. To extend the detection 

limit of the WAT250 method, the measurement period of the standard method was 

doubled or tripled, and triplicate samples were taken at each location. 

 

5.3.6 Determination of uncertainty 

When not specified, uncertainties associated with measurements or estimates are 

expressed as ± one standard deviation. For water and sediment samples, the uncertainty 

of analyte quantitation is determined from the standard deviation of replicate samples. 

When operations are used to derive values from these raw measurements, the standard 

propagation of uncertainty (JCGM, 2008) is applied. 
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5.4 Results 

5.4.1 Effect of discharge on salinity structure and distribution of Ra ratios 

River discharge strongly modifies the salinity structure of Killary Harbour. During the 

lowest discharge periods, most of the bay had salinities close to or above 30 in surface 

and deep waters (e.g. zones 2, 3, 4 in Figure 27a), with a range of salinity and distribution 

similar to prior observations by Keegan and Mercer (1986). During high discharge periods, 

the majority of the bay had reduced surface salinities between 0 and 25 (zone 1, 2 and 3 

in Figure 27b). Deep water salinity generally remained above 30 for both periods (Figure 

27b and Figure 28c).  

 
Figure 27: Effect of river discharge on the salinity structure in Killary Harbour. Inverse distance 
weighting interpolation (IDW) of salinity was performed using R software with a grid of 300 cells 
of 200 m length per 2m depth. Isohalines are shown for every 5 units of salinity, from 5 to 35. 
Depths shown are maximum depths, measured along the bay at high tide. Points show where data 
was collected. 

 

Two zones can be distinguished regarding the influence of river discharge on the salinity 

structure of the fjord. The zone between the river Erriff and 10 km from the head of the 

estuary, inner Killary, is the most affected by river discharge and has reduced salinities 

even during low freshwater discharge (Figure 27). The rest of the bay, outer Killary, has 

more stable salinities, regardless of freshwater discharge levels, particularly in zone 4 

(Figure 27). These two separate areas also have distinct distribution patterns of Ra ratios 

in surface water (Figure 28 e, f, g). Inner Killary (Km 0 to 9 from the River Erriff) generally 
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shows a steep decrease of Ra activity ratios from east to west. Meanwhile, outer Killary 

(>9 km, zone 3 and 4 in Figure 26) most often reveals a slight decrease of Ra activity ratios 

followed by an increase at the outermost part of the bay when low freshwater flow rates 

are measured. 

The varying degrees of stratification caused by river discharge affect both the salinity 

structure of the water column and the distribution of Ra activity ratios (Figure 28). During 

low freshwater discharge (total river flow <1.2 ×106 m3 d-1) salinity gradients between 

surface and deep waters are either low or insignificant (Figure 28a), while during high 

discharge periods salinity gradients fall between five and thirty units, and the degree of 

stratification is at its maximum observed level (Figure 28c). At discharge rates close to 1 

×106 m3 d-1, the brackish water plume affects only inner Killary during spring tides, while 

the difference between surface and deep water in outer Killary is low (Figure 28b).  

Similarly, the difference between 224Ra/223Ra activity ratios in surface and deep water 

is minimal under low discharge, well-mixed conditions (≤1×106 m3 d-1, Figure 28d, e). 

Conversely, under high discharge conditions, deep water 224Ra/223Ra activity ratios are 

frequently different to surface values (Figure 28f).  
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Figure 28: Surface and deep-water longitudinal profiles of salinity (a), (b), (c) and 224Ra/223Ra 
relative water ages (d), (e), (f) as a function of distance from the Erriff River mouth. The coloured 
areas highlight the difference between surface and deep waters. The dashed coloured lines in (d), 
(e) and (f), represent the surface distribution of Ra ratios. “D” highlights deep water samples. 
Points where the location of surface and deep water samples overlap are highlighted with “D=S”. 
R1 to R3 points are river samples, with locations on the upper map. The longitudinal profiles are 
organised from top to bottom by increasing stratification states and increasing average freshwater 
discharge flowing to the bay over a period of ten days prior to each survey (legends to the left of 
the profiles).  
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5.4.2 Ra desorption experiments  

Most of the subtidal bay floor is composed of clay sediments with variable silt content 

(type 1 in Keegan and Mercer, 1986). In contrast, intertidal sediments sampled in the 

upper bay (zone 1) were mainly either sand (type 3) or sandy silt (type 2a and type 2b). 

Sandy silt sediments had either low (type 2a), or high mineral oxide content (type 2b).  

The finer sediments with low oxide content (type 1 and type 2a, Table 7) had the highest 

porewater Ra activities, as expected (Webster et al., 1995), and Ra activities similar to 

those found for fine sediment in the Bega estuary (4800±900 dpm 100L-1 for 224Ra, 

Webster et al., 1995). Moreover, the more oxidised sandy silt sediment (2b, Table 7) had 

lower available Ra concentrations than sediments of similar grain size without oxides (2a, 

Table 7) in agreement with previous observations (Gonneea et al., 2008). The porewater 

Ra activities in the sandy type 3 sediment are within the range of previous observations 

for sediments of the same type elsewhere (10 to 506 dpm 100L-1 for 224Ra and 0.5 to 30 

dpm 100L-1 for 223Ra, Gonneea et al., 2008). Type 1 and type 2b sediments had low Ra 

activity ratios (12.1±0.7 and 15.5±0.7, Table 7), similar to those measured in most of the 

water column (Figure 28). Types 2a and 3 sediments had higher Ra activity ratios of around 

30 (Table 7), similar to the highest observed in the easternmost area of the fjord waters 

(1-4 km from the head of the estuary; Figure 28).  

Table 7: Results of Ra desorption experiments for sediment taken in Killary Harbour. The first 
column relates the results to the sediment types as they were defined for the bay in Keegan and 
Mercer (1986), with additional subdivision of type 2 sediment, as one of the samples (2b) 
contained oxide rich layers, which are known to reduce the release of Ra from sediment (Gonneea 
et al., 2008). The sediment types are the following: 1* Clay, clayey silt with mm-scale shell debris 
and clast (1-2%), 2a** Sandy silt with mm-scale shell debris and mm-scale rock fragments 0.5%, 
2b*** Sandy silt with oxides and shell debris (1-2%), 3**** Quartz sand with 5% of diverse rock 
fragments 

Sediment 
Type 

Porosity  
Bulk 

density 
kg m-3 

Porewater Ra 
dpm 100L-1 

  Surface bound 
Ra 

 dpm 100g-1 

 Estimated potential 
diffusion flux 

×10-9 dpm cm-2 s-1 n 

224Ra  223Ra  
224Ra/ 
223Ra 

 
224Ra  223Ra  

 
224Ra 223Ra 

1* 
0.75  

±0.03 
526  
±30 

3031  
±878 

249 
±66 

12.1 
±0.7 

 4.3  
±1.3 

0.35  
±0.1 

 24  
±7 

1.9  
±0.5 

4 

2a** 
0.49  

±0.03 
1280  
±30 

3397  
±800 

112 
±15 

30.2 
±3.4 

 1.3  
±0.3 

0.04  
±0.01 

 15  
±4 

0.50 ±0.07 3 

2b*** 
0.55  

±0.03 
1153  
±30 

1362  
±801 

90  
±16 

15.1 
±0.7 

 0.6  
±0.4 

0.04  
±0.01 

 7.6 
±4.5 

0.50 ±0.09 1 

3**** 
0.35  

±0.03 
1456  
±30 

230  
±18 

7 
±1 

32.8 
±3.6 

 0.12 
±0.01 

0.0017 
±0.000

3 

 0.052  

±0.06 
0.016 

±0.002 
2 
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5.4.3 First-order estimate of potential Ra sources into outer Killary Harbour and the 
western part of inner Killary Harbour. 

To assess the variability of flushing in an estuary using Ra isotopes, the different solute 

sources that would change water Ra activity ratios should be quantified. As we will show, 

Zone 1 is likely to receive most of the watershed-borne Ra inputs. The successive 

subsections investigate the processes that may contribute to potential Ra fluxes to the 

bay west of km 4 (zones 2, 3 and 4 in Figure 26), with results summarised in Table 8.  

Table 8: Assessment of Ra potential fluxes in Killary Harbour west of km 4. 

Potential fluxes Likely effects on Ra fluxes Argument 

Fluxes from bottom sediment by 
diffusion and bioturbation 

- Significant for deep water, 
particularly in Zone 2, see 
Table 7. 

- Ra activities in porewater are sufficiently large 
to affect deep waters with diffusion and 
bioirrigation, but not surface waters. 

Suspended sediment in the bay - Not significant to the west 
of km 4 (except potential 
resuspension areas not yet 
identified). 

- Surface bound Ra in analysed sediment is too 
low to lead to significant Ra increase at current 
suspended sediment levels. 

Resuspension/deposition of 
sediments due to strong deep-
water currents. 

- Significant for deep waters 
(zone 3) and surface waters 
(mainly during well-mixed 
conditions, in zone 3 and 4). 

- Deep water flow rates above critical flow value 
during mid-range tides. 
- Solute fluxes from resuspension can be one 
order of magnitude larger than diffusion fluxes. 

Direct inputs of suspended 
sediment from rivers 

- Not significant to the west 
of km 4 (except close to 
rivers). 

- Surface bound Ra in analysed sediment, and 
the sediment loads are too low to result in 
significant Ra increase. 

Advection from bay floor 
sediments (e.g. SGD) 

- Small to the west of km 4. - Low radon values in surface and deep waters 
in the locations sampled. 
- Steep bay margins, no intertidal areas to the 
west of km 4. 
- Poorly permeable bay floor sediment and 
bedrock. 

 

5.4.3.1 Fluxes from bottom sediment by diffusion and bioturbation 

The Ra fluxes due to diffusion and bioturbation from sediment west of km 4 and the 

increase of Ra activities in water they may create are estimated in Table 9. There are two 

distinct situations. When the bay is vertically well mixed, the Ra diffusing out of the 

sediment is distributed into the full water column. When the bay is stratified, radium 

inputs are held beneath the halocline, and only the lower box volume is used for 

calculations.  

Under vertically well-mixed conditions, the sediment-water fluxes lead to a daily change 

of Ra activities below typical measurement uncertainty (Garcia-Solsona et al., 2007), except 

in the upper bay where it may have a second-order effect (Table 9, a). On the other hand, 
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when the bay is stratified (typically during high discharge surveys), these Ra inputs are 

concentrated in deep waters and can increase 224Ra there at most by 2.6 dpm.100L-1 d-1 

(Table 9, b). The largest effect of diffusion and bioturbation fluxes from sediment on water 

column solute levels is expected in the deep layers of inner Killary Harbour, where the 

volume of water in relation to sediment surface is the smallest (Zone 2, stratified bay deep 

water activities, Table 9).  

Since typical 224Ra activities in deep water during high discharge fall between 5 and 17 

dpm 100L-1, diffusion and bioturbation from the sediments can represent at most 15% to 

50% of deep water 224Ra activities. By contrast, 223Ra activities fall between 0.4 and 1.2 

dpm 100L-1 in deep water samples, and the maximum sediment contribution can thus 

represent between 10% and 150% of 223Ra activities in deep water, depending on the zone 

of the bay. During high discharge periods, or periods of poor vertical mixing, this 

additional Ra is thus likely to accumulate and change the Ra activity ratios in deep waters 

significantly. However, the vertical stratification also limits the transfer to surface waters 

of Ra inputs from diffusion and bioturbation, and these fluxes will thus more rarely affect 

surface waters Ra ratios compared to when well-mixed conditions occur. 

 

Table 9: Maximum contributions of benthic Ra fluxes due to diffusion and bioturbation to the 
water column Ra activities in the four zones of Killary Harbour. This table divides the bay into four 
surface and four deep segments, assumed to be well-mixed, with a stratification depth of 10 m. 
(a) estimate the increase of Ra in surface and deep waters due to benthic diffusive fluxes in each 
zone when water column is vertically mixed (b) gives the increase of activities in deep waters due 
to Ra fluxes from the bay floor, assuming that Ra fluxes from sediment remain in deep waters. 

Bay 

zone 

Volume 
106 m3 

Bay 

floor 

area 
106 m2 

Main 

sediment 

Maximum inputs 

to the zone from 

the bay floor 
106 dpm d-1 

Maximum activity increase due to bay 

floor fluxes dpm.100L-1 d-1 

(a) Well mixed (b) Stratified 

Surface 

layer 
Deep 

layer 
224Ra 223Ra 224Ra 223Ra 224Ra 223Ra 

1 4.18 - 0.98 3-2a 2b 10.3 1.0 0.25 0.024 - - 

2 23.2 1.42 2.21 1 36.5 8.7 0.15 0.035 2.6 0.61 

3 50.9 3.01 3.33 1 55.1 3.4 0.10 0.006 1.8 0.11 

4 39.7 1.50 1.69 1 27.9 1.7 0.068 0.004 1.9 0.12 

 

  



165 

 

5.4.3.2 Suspended sediment measured in the bay 

Turbidity levels for most surveys were close to zero in surface and deep-water samples, 

except for the highest discharge survey, when levels up to 10.1 NTU (18.7 mg L-1) in deep 

waters and 4.8 NTU (8.9 mg L-1) in surface waters were observed. Using the maximum 

suspended sediment value of 8.9 mg L-1 and the 224Ra and 223Ra levels recorded for the 

finer sediments (type 1 sediment, Table 7), the maximum contribution of Ra desorption 

from suspended sediment to the water column is thus 8 ×10-2 dpm 100L-1 and 7 ×10-3 dpm 

100L-1. These values are several orders of magnitude lower than the uncertainty 

associated with the measurement of Ra activities. The potential desorption of Ra from 

SPM can thus be confidently discounted as a significant contributor to Ra activity ratios in 

the water column. 

5.4.3.3 Suspended sediment load from rivers. 

The rivers Erriff and Bundorragha are significant sources of POC to the system, with 

monthly inputs of POC of respectively up to 128 and 9 metric tonnes (Mcmahon and 

Patching, 1984). These translate into a suspended sediment load of 3 ×103 kg d-1 to 147 

×103 kg d-1 and 0.2 ×103 to 11 ×103 kg d-1 for the Erriff and Bundorragha rivers, respectively. 

These direct sediment inputs might provide a source of new radium by desorption at the 

upper end of the bay from the River Erriff and at around km 6 from the Bundorragha River. 

Again, assuming particles hold the maximum available Ra content observed in sediments 

(4.3±1.3 dpm 100g-1, type 1 sediment, Table 7), these rates may represent a load of added 

224Ra to the bay of up to 6.3 ×106 224Ra dpm d-1 for the Erriff River and 5 ×105 224Ra dpm d-

1 for Bundorragha River. Most of Ra desorption from sediment typically occurs below 

salinity 7 (Webster et al., 1995). Salinity below 10 was only found in zone 1 (east of 4 km), 

suggesting that most of the Ra release into the water column by desorption occurs in this 

zone.  

For sediment inputs from the Bundorragha River, a localized increase of Ra activities 

originating from desorption would also be possible in the vicinity of the freshwater plume 

associated with the small creek of approximately 1.05 ×105 m2, on the north shore of 

Killary Harbour. Considering the small size of the creek compared to the whole bay, a 

water residence time of one day in this area can be assumed as an overestimate. With the 
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creek having an average depth of 1-2m, the Ra desorption in the plume of suspended 

sediment coming from Bundorragha during high discharge conditions would increase 

224Ra levels in the creek by between 0.2 and 11 dpm 100L-1. With a mixed layer of 8m, as 

typically observed during high discharge, the volume of the Killary Harbour’s surface layer 

in the section outside the creek is 3.2 ×106 m3 d-1. Ra inputs from Bundorragha sediment 

loads in the creek are thus likely to be diluted within the main channel of Killary Harbour 

by a factor of thirty at least (e.g. 0.3 dpm L-1 for 224Ra, consequently below detection limit). 

Ra release rates from sediment inputs from Bundorragha River would thus be dwarfed by 

the solute inputs coming from the River Erriff – 10 times the sediment loads of 

Bundorragha - and from the intertidal area east of km 4. Consequently, even if 

Bundorragha`s sediment discharge might decrease Ra ratios in direct proximity to its 

freshwater plume, outside this area this effect is likely to be small and not affect the Ra 

activity ratios measured in the bay, even during high discharge conditions. 

5.4.3.4 Resuspension/deposition of sediments due to strong deep-water currents  

Deep water current speeds in Killary Harbour vary between 0 at high or low tide to 20 

cm.s-1 at mid-tide (Keegan and Mercer, 1986). Critical current velocities for another 

enclosed bay with similar sediment types (from silts to fine sands) are between 7.3 to 11.5 

cm.s-1 (Niemistö and Lund-Hansen, 2019). Mid tide current velocities in Killary Harbour 

are thus double of the maximum critical shear velocity observed for similar sediment 

types by Niemistö and Lund-Hansen (2019). Cyclic sediment resuspension/deposition of 

fine sediment is thus likely to occur in deep waters, particularly in areas where the bay is 

shallower (zone 3, Figure 27). This could lead to localised resuspension/deposition of deep 

sediments and an added flux of SRP and radium from the bay floor.  Some of this added P 

may be originally particulate P from feces from the salmon farm in zone 4, deposited and 

progressively degraded in dissolved P in sediment, then released during resuspension 

events. Indeed, the majority of P release for atlantic salmon farming occur as particulate 

P (Wang et al., 2012). 

During the highest freshwater discharge survey, the highest turbidities (10.1NTU) were 

observed in zone 3, an area where the bay depth is restricted and may lead to increased 

flows. In contrast, maximum surface turbidity was lower, up to 4.8 NTU (Figure 29 a and 
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b). SRP concentrations in the deep waters of zone 3 were also higher than in other 

locations (Figure 29c). The other surveys had low turbidity values, generally close to zero. 

 

 

 
Figure 29: Increase of turbidity and SRP levels in Killary Harbour during the high discharge survey 
(3.3 ×106 m3 d-1), potentially an indication of flow-driven resuspension of sediment. In (a) and (b) 
contours are every 2.5 NTU, from 2.5 to 7.5. In (c), contours are every 0.1 μmol L-1.  
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5.4.3.5 Advection from bottom sediment and bay floor (SGD) 

While significant SGD fluxes might occur east of km 4, five pieces of evidence suggest 

that advected SGD is not likely to lead to significant changes of surface Ra activity ratios 

in Killary Harbour west of this point. Firstly, the low permeability of type 1 sediment 

composing most of the bay floor does not allow for large advection of porewater from 

sediment (e.g. SGD) over short timescales relevant for the short-lived Ra isotopes, 223Ra 

and 224Ra, which have half-lives of 11.4 days and 3.66 days, respectively. Secondly, the 

bay margins are steep, which does not favour the occurrence of large tidally driven fluxes 

of recirculated SGD. A significant intertidal area of permeable sediment (of type 2 and 3) 

is only present east of km 4, in zone 1. Thirdly, the catchment is mainly composed of 

poorly permeable sandstone and metasediment, pertaining to the less permeable 

classification of the Geological Survey of Ireland classification of aquifers, Pu, bedrock 

generally unproductive (GSI, 2020). Fourthly, a dense river network is present in the 

catchment, which suggests that direct fresh groundwater inputs are not likely to have a 

large effect on Ra mass balances in the bay compared to river inflows. Finally, the 

continuous radon measurements in surface water of outer Killary during the first survey 

showed very low values (3±2 Bq m-3), similar to the 226Ra supported activity previously 

measured by Schubert et al. (2015) in Kinvarra Bay (4 Bq m-3). The second survey of radon 

levels in inner Killary (zone 2) was from the shore and led to higher radon levels of 34±3 

Bq m-3. This suggests that a small source of radon may be present in the inner bay, 

potentially from sediments in zone 1. Given the very low radon levels observed during the 

first survey in the outer bay (zone 3 and 4), SGD is not likely to affect Ra ratios beyond 

zone 1. During subsequent radon measurements with the modified WAT250 method, 

deep water at bay km 11 had a significant increase of radon levels when water was well 

mixed (385 ±184 Bq m-3 vs an average of 110 ±83 Bq m-3 observed in the three other deep 

locations sampled). For surface waters, radon levels were often not significant but tended 

to decrease with distance, from between 250 ±200 to 400 ±397 Bq m-3 in the River Erriff 

to between 278 ±250 and 105 ±150 Bq m-3 in zone 3 and 4. Consequently, Ra transport by 

advection may play a significant role over diffusion for surface waters only in the intertidal 

area (east of km 4), where sandy and silty sediments are present. However, the low radon 

levels in river waters and inner Killary waters do not suggest these advective inputs are 
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large compared to the river inputs. In any case, most of the water column radium data 

originate west of this area, which allows us to consider the area east of km 4 as the main 

Ra source for the bay.  

 

5.4.4 Effect of stratification and changes of freshwater discharge on N:P ratios 

The bay’s N:P ratios, defined as the molar DIN: SRP ratio, are influenced by changes in 

both freshwater discharge and N:P solute ratios of river inputs. N:P ratios in the water 

column were higher during stratified surveys (surveys with discharge above 1.2 ×106 m3 

d-1 in Figure 30a) than in well-mixed conditions, except for one well-mixed survey (0.6 ×106 

m3 d-1). The bay during this survey had higher N:P ratios than during other well-mixed 

surveys, with maximum levels comparable to high discharge periods (Figure 30a). N:P 

ratios in the River Erriff were larger during this period, of comparable magnitude (143) to 

those observed in river waters during the maximum discharge survey (166). With this 

exception, the difference in N:P ratios between surface and deep waters also tended to 

increase with increasing freshwater discharge (Figure 30b).  

To highlight the effect of variable stratification on the N and P cycle, the observed DIN 

and SRP in Figure 30c and Figure 30d were expressed relative to the measured 

concentrations in the rivers during their respective surveys. Thus, the effect of changes in 

river N:P is removed. SRP concentrations in deep waters were generally higher than in 

river waters (Figure 30d). This suggests that a deep source of P may be present in the bay. 

The difference between surface and deep water SRP was higher during stratified periods 

than during mixed conditions (Figure 30b). Such a difference may be attributed to the 

benthic SRP efflux in the deep layer as well as to the net sinking of phosphorus bound to 

particles from the surface to the deep layer (Paytan and Mclaughlin, 2007; Smil, 2000); 

both are influenced by the pycnocline limiting the transfer of particles from the bottom 

to the surface layer. Comparatively, the effect of stratification on DIN was much smaller 

(Figure 30a), which corresponds to nitrogen and phosphorus’s distinct properties (soluble 

vs particle reactive). Both DIN and SRP were generally lower in surface water than in deep 

water (Figure 30a and Figure 30b), probably due to the higher light availability for primary 

production in surface water.  
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As a result of nutrient advection driven by discharge and of stratification, stratified 

periods were likely to have higher surface N:P ratios than mixed periods (Figure 30c), 

except when river N:P ratios were exceptionally high (survey with a red rectangle in Figure 

30c). Moreover, the vertical gradient in N:P ratio (Figure 30d) strongly increased with 

rising stratification.  

 

 
Figure 30: Effect of stratification and freshwater discharge on the nutrient availability and molar 
N:P ratios measured in the water column during bay transects. All data is expressed as a function 
of average river flow to Killary Harbour within the ten days preceding each survey (horizontal axis). 
Data on the vertical axis are as follows: (a) Surface and deep-water N:P ratios expressed as DIN:SRP 
quotients, with the red rectangle highlighting the survey for which DIN:SRP ratios in rivers were 
higher than expected for a similar range of flow rates; (b) The difference of N:P ratios between 
surface and deep waters; (c) Surface and deep water DIN normalised by river DIN; (d) Surface and 
deep water SRP normalised by river SRP. River DIN and SRP values used for normalisation are 
samples taken in triplicate in the river Erriff, Bundorragha and Bunowen, assuming that discharge, 
thus their relative contribution to the river end-member composition, is function of catchment 
size. River samples were taken in the same period than transect, under similar discharge 
conditions than during and before the transects. In (a), (b), (c) and (d) the vertical dashed lines 
show the flow threshold for this system between stratified and vertically well-mixed conditions, 
derived from the salinity observations in Figure 27 and Figure 28. In (a) and (b) the greyed area 
highlights the points that have lower SRP or DIN than the river concentrations during each period.   
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5.5 Discussion  

5.5.1 Note on SPM values in this study 

SPM values used here were assessed from turbidity measurements in Killary Harbour, 

converted using SPM/NTU ratios observed by Jafar-Sidik et al. (2017) and validated using 

both a historical dataset of POC in Killary Harbour from McMahon and Patching (1984) 

and a winter POC/SPM relationship from Winogradow et al. (2019). SPM/NTU 

relationships may be site dependent. SPM and POC loads from a catchment may also vary 

in time as a result of rainfall and changes of land use. Mussels can also amplify the transfer 

of suspended particulates from the water column to the benthos when feeding (Newell, 

2004). However, SPM in water is expected to be a minor component of Ra inputs, and 

three lines of evidence suggest that this way to validate maximum SPM estimates is 

reasonable here. First, the rainfall levels, intensity and duration were similar in the 1983-

1985 period and the 2017-2019 period. The long term average rainfall levels (Met Eireann, 

2020) were 2468±325 mm  in the 1983-1985 period and 2554±290 mm in the 2017-2019 

period. The annual rainfall peaks varied between 73 and 86 mm/day during the 1994-1995 

period and between 72 and 83 in the 2017-2019 period. We do not have data on storm 

duration during the 1983-1985 as the earliest hourly data readily available date back from 

1991 in this area (Shannon airport). Nevertheless, there is no evidence of a change of 

storm duration for the two periods in the daily rainfall dataset. Secondly, changes of land 

use in the catchment between 1985 and 2019 were limited to the displacement of natural 

grassland and forest in some areas, while most of the catchment remains covered by peat 

bog, with no apparent acceleration of surface erosion (Copernicus, 1990, 2018). Finally, 

the maximum surface SPM levels estimated during the high freshwater discharge, winter 

survey was 8.8 mg L-1 in deep waters, a similar figure to the maximum turbidity of 8.7 mg 

L-1 in surface water estimated by McMahon and Patching (1984) in Killary Harbour. This 

similarity may be surprising as annual mussel production at present exceeds a thousand 

tonnes (BIM, 2018b), while it was 60 tonnes in 1981 (Cush and Varley, 2013). This 

currently larger mussel production is likely to decrease SPM in the surface water column 

compared to 1981. In this study, the maximum turbidity levels were observed one meter 

above the bay floor, thus below the depths reached by rope mussels, and during winter, 
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when mussel filtration rates are minimal as a result of lower food availability, temperature 

and salinity levels (Davenport, 1979; Jørgensen et al., 1990; Riisgård and Larsen, 2014). 

 

5.5.2 Explaining the spatial variability of Ra ratios and estimating a younger limit of 
water ages 

The diverse sediment types in Killary Harbour may provide Ra fluxes to deep waters 

with variable Ra ratios (Section 5.4.2 and Table 7). Moreover, the bay is variably stratified, 

and surface waters are not consistently affected by Ra fluxes from sediments (Section 

5.4.1). These two observations suggest that the “continuous model” of Moore et al. (2006) 

is not applicable for this system to assess water ages from Ra ratios and that other 

methods must be applied. Most inputs of Ra to surface waters are likely to occur in zone 

1, where the bay is shallow. Large inputs of suspended sediments are present there and 

an intertidal area of sandy sediments is also present (Section 5.4.3). In zones 2, 3 and 4, 

the effects of Ra sources on surface Ra ratios in the bay are likely to be distinct between 

stratified and well-mixed conditions (Section 5.4.3), and the changes of Ra ratios are 

interpreted accordingly below. 

5.5.2.1 Well mixed conditions in zones 2, 3 and 4 

At discharges below 1.2 ×106 m3 d-1, the bay is likely to be vertically mixed during spring 

tides, allowing inputs from deep sediments to reach surface waters. During these periods, 

outer Killary had an increase of Ra ratios, suggesting inputs of new Ra to surface waters 

(west of km 12, Figure 28d, 0.1 ×106 and 0.6 ×106 m3 d-1 freshwater discharge surveys). A 

similar increase of Ra ratios was observed by Moore (2000) in proximity to the shelf break 

of the US coast and the Gulf Stream. Because it was associated with a slight decrease of 

salinity, this phenomenon was attributed to the fast advection of water from a nearby 

estuary, driven by upwelling-favourable conditions (Moore, 2000). In the current study, 

one of the surveys showed indeed a slight decrease of salinity (cf. salinity profiles when 

the flow was 0.1 ×106 m3 d-1 in Figure 28a), but not the other (cf. salinity profiles when the 

flow was 0.6 ×106 m3 d-1 in Figure 28a). Lamontagne and Webster (2019) demonstrated 

that when the vertical coefficient of solute dispersivity is above 10-4 m2 s-1, Ra ratios are 

likely to remain approximately constant vertically throughout the water column in a 
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coastal setting with Ra inputs from bottom sediments. To date, no similar modelling 

studies of Ra activity trends exist in an estuarine context, where the advection of Ra in 

deep waters due to the estuarine inflow (occurring to balance the surface inputs of 

freshwaters) adds complexity to the problem. Nonetheless, the close Ra ratios between 

surface and deep waters during these surveys (Figure 28d) can confidently be interpreted 

as a result of strong vertical mixing (advective + diffusive) relative to horizontal mixing 

during well-mixed periods, particularly as similar deep and surface salinities are also 

present.  

Solute fluxes from bottom sediments can modify surface 224Ra/223Ra ratios when 

vertical mixing rates are faster than the rates of transfer of surface water towards the 

outer boundaries of the estuary, and faster than the decay rate of short-lived isotopes of 

radium. Internal gyres were identified previously in zone 3 and 4 (outer Killary) during low 

discharge periods (Keegan and Mercer, 1986), and may promote the vertical transfer of 

solutes from deep waters during such periods. 

As Ra ratios in sediments are generally larger than water column ratios (Section 5.4.2), 

inputs from sediments are likely to increase Ra ratios and thus reduce water ages based 

on Ra ratio. For example, Ra ratios were higher in fine sediments (type 1) close to km 12 

in deep waters than in the water column in this location (224Ra/223Ra = 12.1, Table 7, box 

4 compared to ≈10 in surface water). 

Our review of potential Ra sources in the bay showed that diffusion, bioturbation of 

bottom sediment and resuspension/deposition of sediment due to deep currents in the 

bay were the most likely mechanism that could lead to a release of Ra to zone 2, 3 and 4 

surface waters during well mixed periods. These Ra fluxes thus can increase Ra ratios in 

this location, and also affect surface waters west of km 12 during well mixed periods. 

However, the large volume of the bay compared to its bay floor surface area creates a 

strong dilution of the Ra fluxes originating from sediments during vertically mixed 

conditions. As a result, Ra fluxes from diffusion and bioturbation should have only a small 

effect on Ra activity ratios in surface water (Table 9). 

Resuspension of fine sediment can increase fluxes from the sediment by one to two 

orders of magnitude compared to diffusion alone (Niemistö and Lund-Hansen, 2019), and 
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can be sometimes detected by a localised increase of turbidity close to the bay floor (e.g. 

Fig, 7, 8, 9 in Feely et al., 1979). During a period of low discharge, Keegan and Mercer 

(1986) observed an increase of SRP and NO3
- in zone 3. These authors attributed this 

increase to mineralisation in the sediment and the disturbance of sediment by tidal 

currents.  

Section 5.4.3.4 showed that deep currents observed during mean tides in Killary 

Harbour by Keegan and Mercer (1986) could be double of the critical currents above 

which resuspension of similar fine sediment is expected (Niemistö and Lund-Hansen, 

2019). Increased suspended sediment levels were observed in deep water during the 

highest discharge survey, but not during others (section 5.4.3.4). The amplified surface 

and deep current flow in the fjord when discharge was high may have increased the 

resuspension of deep sediment during this period, making it observable in deep samples. 

As the deepest samples taken were at least 1 m above the bay floor, a cyclic increase-

decrease of turbidity close to the bay floor might have also been present in other surveys 

during mid tides below this depth. 

The Ra ratio increase observed in the outer bay during the low discharge surveys may 

therefore be due to Ra fluxes from deep sediment advected to surface water, most likely 

from diffusion and bioturbation, with larger fluxes happening during cyclic sediment 

resuspension events. This effect would be visible on surface waters only during low 

discharge periods when the surface advection rates are reduced, allowing Ra fluxes from 

resuspension in zone 3 to affect the Ra ratio in surface waters. As a net advection of 

surface water towards the mouth of the bay is present, this would then create a “plume” 

of increased Ra ratios and increased particulate and dissolved P between zone 3 and 4. 

Such transfer of solutes from deep to surface waters during vertically mixed conditions is 

likely to provide larger, additional nutrient inputs to surface waters compared to stratified 

conditions and to promote phytoplankton growth by providing limiting nutrients. An 

increase of SRP was frequently observed in zone 3 deep waters, which may support this 

hypothesis. 

The model of Moore (2000), subsequently dubbed the “mummy” model (e.g. in 

Tomasky-Holmes et al., 2013), is an alternative to the “continuous” model to assess Ra 
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water ages. This model assumes that (1) there is a single and constant value of the 223Ra 

and 224Ra activity for the source region (2) no significant additions or losses of Ra except 

for mixing and radioactive decay occur after the water leaves the source area, and (3) the 

open ocean contains negligible excess 223Ra or 224Ra (Moore, 2000). As the Ra activity 

ratios in potential Ra sources to Killary Harbour are generally larger than the Ra activity 

ratios in the water column, Ra ages derived from Ra ratios are likely to underestimate 

water ages in parts of the bay where inputs of Ra other than those originating in zone 1 

occur. For example, outer Killary deep waters contain multiple Ra sources with a larger Ra 

ratio than surface water, and Ra ages in surface water derived from Ra ratios are thus 

likely to underestimate water ages when the bay is vertically mixed. Conversely, the 

significant decrease of Ra ratios with distance between km 4 and 12 (inner Killary) 

suggests that Ra ratios east of km 12 are less affected by Ra fluxes from sediments. An 

underestimation of surface water ages may thus be calculated for these surveys using the 

“mummy” model of Moore (2000). If the inputs from sediments are sufficiently mixed 

vertically to generate no change at the measured location, deep water ages may also be 

determined by Ra ratios using the “mummy” model. On the other hand, if Ra release rates 

from sediments are larger than those calculated from diffusion and bioturbation, deep-

water ages cannot be defined, as Ra ratios would be modified by multiple sources. 

5.5.2.2 Stratified conditions in zones 2, 3 and 4 

At freshwater discharge rising above 1.2 ×106 m3 d-1, the bay is likely to remain stratified 

during spring tides (Figure 28c), and solute inputs from sediments are concentrated in 

deep waters. In such conditions, changes of Ra ratios in surface waters in zones 2, 3 and 

4 are mainly explained by the decay and mixing of Ra isotopes during their transfer from 

zone 1 to the open ocean. Ra ratios changes in these zones may be used to assess Ra 

relative water ages in the bay using the “mummy” model of Moore (2000).   Ra ages in 

deep waters, on the other hand, cannot be calculated as Ra ratios are likely to be changed 

by fluxes from bottom sediment. 

The faster decrease of surface Ra ratios with distance in inner Killary (zone 2) and the 

slower decrease in outer Killary (zone 3 and 4) suggest a faster flushing of surface waters 

in outer Killary than in inner Killary (Figure 28 and Figure 30). Hydrodynamic modelling 
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previously identified a specific retention zone at the limit between inner and outer Killary 

(Donohue, 2012), which may also explain the observed fast increase of Ra ratios 

westward.  

5.5.2.3 Estimates of minimum water ages 

Considering the above, a lower-end estimate of Ra water ages for the bay was 

determined using the “mummy model” method (Moore, 2000),  using the Ra ratios at the 

divide between zone 1 and zone 2 (km 4, Figure 28)  as a reference for age zero. With this 

method, relative ages decreased between km 12 and 16 during low discharge surveys 

(Figure 31a), a consequence of added Ra fluxes changing Ra ratios, potentially from deep 

sediments in this area. As a result, the peak water ages east of km 12 can be used to assess 

the minimum average time necessary for water to reach this point from the River Erriff, 

as an indicator of the variability of flushing between surveys. This time seems to decrease 

with increasing discharge: the time taken by surface water to be flushed from inner Killary 

to outer Killary during spring tide periods varied from 2 ±1 to 3.0 ±0.6 days under 

maximum discharge conditions (Figure 31c, 3.3 ×106 m3 d-1) to 6.7 ±0.8 to 8.5 ±0.8 days 

during the lowest discharge periods (Figure 31a, 0.1 ×106 m3 d-1). These values can be 

compared with a series of modelling approaches previously applied by Hartnett et al. 

(2011) to assess the flushing characteristics of Killary Harbour. The methods outlined by 

Ketchum (1951) and Edwards and Sharples (1986) as applied by Hartnett et al. (2011) are 

modified versions of the tidal prism method (Ketchum, 1951) to consider stratified 

systems. The Ketchum (1951) method gives a value of 2.6 days,  and the Edwards and 

Sharples (1986) method yields water residence time values of 3.1 days for Killary Harbour 

surface waters (Hartnett et al., 2011). These values match the 2-3 days residence times 

observed here for high discharge, stratified conditions. On the other hand, the approach 

in Abdelrhman (2005), as applied by Hartnett et al. (2011), which assumes a vertically 

mixed water column and no inputs of freshwater, gives a value of 14.6 days for the water 

residence time in the system. The DIVAST and NEW methods in Hartnett et al. (2011), 

using 2D models and assuming tidally driven exchanges but no significant stratification, 

lead to values for the water residence time of 41.9 and 60.6 days. However, more recent 

studies involving the EFDC 3D model (Donohue, 2012) highlight the fact that river 
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discharge can significantly decrease residence time and lead to an average residence time 

of 15.9 days. All these values are higher than the low discharge estimate of maximum 

water ages of 8.5±0.8 days, which confirms that Ra water ages during low discharge, well 

mixed periods support the lower-end estimate of water ages for Killary Harbour arising 

from modelling studies.  

 
Figure 31: Apparent Ra water age profiles in Killary Harbour using the “mummy” model of Moore 
(2000) for a) vertically mixed surveys b) intermediate conditions c) stratified conditions. 
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5.5.3 Effects on phytoplankton growth and community composition 

Estuarine stratification and the spatiotemporal variability of water ages may have three 

types of impacts on phytoplankton communities and aquaculture: (1) changes of water 

ages affect the spatial distribution on phytoplankton, (2) changes of discharge and 

stratification affect nutrient ratios available for phytoplankton growth and (3) the varying 

vertical mixing modifies phytoplankton species and timing of the blooms. These three 

aspects are summed up for Killary Harbour in a conceptual model in Figure 33. 

Firstly, in estuaries, flushing rates and residence times strongly determine where and 

when the maximum amount of phytoplankton biomass occurs (Day et al., 2013; Liu and 

de Swart, 2018; Peierls et al., 2012; Tomasky-Holmes et al., 2013). Peak phytoplankton 

biomass frequently occur at a given range of residence times, for example at a residence 

time of around ten days in two North Carolina estuaries (Peierls et al., 2012) or for water 

ages between 8 and 10 days for two Massachusetts estuaries (Tomasky-Holmes et al., 

2013). Neap and spring tide cycles affect water residence times and thus, phytoplankton 

biomass. Furthermore, maximum phytoplankton biomass tends to occur during low river 

flow and neap tides (e.g. Maier et al., 2012). Therefore, the effect of changing discharge 

and flushing on the distribution of phytoplankton biomass can be assessed with the spatial 

variability of water ages. Areas of high Ra water ages observed during low discharge, 

spring tide surveys (Figure 32 b, with conceptual model on the upper section of Figure 33) 

correspond to retention areas, favourable for summer phytoplankton growth, previously 

identified by either hydrodynamic or the Shellsim models as applied to the area (UISCE, 

2010) (Figure 32 a). During high freshwater discharge surveys, on the other hand, the 

older waters are found further out in the bay and younger waters are more present 

throughout the bay (Figure 32 c, lower section of Figure 33). Increasing discharge of water 

from land (rivers or springs) reduce residence times, restricting phytoplankton growth and 

biomass build-up to the most downstream segments of estuaries (Day et al., 2013; Maier 

et al., 2012). This ‘rejuvenation’ of surface layers during high freshwater discharge events 

is thus likely to move the area of maximum phytoplankton density towards the estuary 

mouth. Indeed, an inverse correlation between primary production and the extent of the 

brackish/fresh layer in the bay was previously observed (Roden et al., 1987).  
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Figure 32: Comparison of predictions of surface phytoplankton growth potential from a previous 
study (a) (UISCE, 2010) with water age patterns observed in summer, low discharge surveys (b) 
and water ages patterns observed in high discharge surveys (c). (a) is reprinted from a previous 
report on Killary Harbour using hydrodynamic modelling and the Shellsim model to predict 
phytoplankton growth in the bay (AQUAFACT, 2013). (b) and (c) are derived from the current 
study. Arrows highlight points of high plankton growth potential in profile (a) that correspond to 
areas of high water age found during the low discharge surveys (b). In (c), deep water ages are not 
calculated, as Ra ratios were affected by multiple sources. 

Secondly, variable river discharge and degree of stratification can modify absolute and 

relative nutrient availability (e.g. Sin et al., 1999), changes which affect phytoplankton 

composition and abundance. Under stratified conditions, SRP was relatively more 

enriched in deep water than in well mixed conditions (Figure 30b). This enrichment may 

be due to the combined effects of entrapment of P diffusing from deep sediments, P-

bound particulates below the stratification boundary and lower primary production in 
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deep waters, compared to surface waters. These trends, combined with the inputs of DIN 

from surface freshwaters, led to higher N:P ratios in surface water during high discharge 

periods (Figure 30c and d). N:P ratios of surface waters were more likely to be above the 

Redfield ratio and to be closer to the high river N:P ratios at freshwater discharges above 

1.4 ×106 - 1.5 ×106 m3 d-1.  The lower salinity and P availability, as well as the faster transfer 

rates in surface waters during stratified, high discharge periods are likely to favour 

phytoplankton adapted to P limitation and potentially reduce phytoplankton biomass, 

compared to well-mixed, low discharge periods. A conceptual model illustrating this 

variability is provided Figure 33. As most species involved in harmful algae blooms (except 

diatoms and cyanobacteria) are or can become mixotrophs (Flynn et al., 2018), able to 

access nutrients directly from the ingestion of prey while using photosynthesis to grow, 

they may gain a competitive advantage over other species during such P limitation periods 

(Fischer et al., 2017). Particulate P and N may also provide limiting nutrients for 

phytoplankton in the system, but this role is likely to be restricted to the high turbidity 

sections observed in deep waters during high discharge and potentially in direct proximity 

to the river inputs, as most of the water column have generally close to zero turbidity. 

Particulate organic carbon and particulate organic nitrogen are supplied to the system by 

rivers and are then progressively consumed by the heterotrophic activity in Killary 

Harbour (Mcmahon and Patching, 1984).  Particulate organic P is generally continuously 

remineralised within the water column in the euphotic zone (Paytan and Mclaughlin, 

2007). As a result, an increase of particulate phosphorus levels likely leads to an increase 

of SRP, unless all the nutrient inputs are instantly consumed by primary production. As 

here particulate inputs are occurring in deep waters and driven by river water, the SRP 

produced by remineralisation is unlikely to be instantly consumed, and areas where inputs 

of particulate P are present should also show an increase of SRP. As P availability is driven 

by fluxes from sediment, and particulate P fluxes are continuously transformed in SRP, 

the DIN/SRP ratio is likely to be an acceptable proxy of the nutrient limitation affecting 

phytoplankton. However, the link between sediment fluxes, resuspension events in deep 

waters of Killary Harbour and dissolved P and N, may benefit from further investigation. 
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Thirdly, the intensity of stratification plays a major role in the initiation of 

phytoplankton blooms and in defining phytoplankton communities (Behrenfeld, 2010; 

Sverdrup, 1953). In Killary Harbour, a higher river discharge can increase the vertical 

salinity and the Ra activity ratios difference between surface and bottom waters (Figure 

28, and conceptual model on Figure 33). Vernal blooms are generally triggered when 

vertical mixing falls below a certain threshold (Sverdrup, 1953). Conversely, vertical 

mixing during winter is essential for bloom formation, as it provides nutrients from deep 

waters and reduces predator-prey interactions, allowing phytoplankton growth to outrun 

grazing (Behrenfeld, 2010). Stratification can also favour phytoplankton capable of 

migrating vertically to position themselves actively at physically and chemically optimal 

depths (Paerl and Huisman, 2009). Examples would be the replacement of diatoms, which 

lack structures for motility such as cilia and flagella in their dominant vegetative stage 

(Gemmell et al., 2016), by cyanobacteria (Walsby et al., 1997) and dinoflagellates (Wyatt 

and Zingone, 2014). Consequently, the development of stratification can cause a shift in 

population dominance from diatoms to flagellates (Raine, 2014; Wyatt, 2014).  

In situations when vertical mixing is low, such species would be able to position 

themselves at lower depths, with more favourable nutrient contents and N:P ratios, while 

benefitting from flushing slow enough to allow their development. When light is 

attenuated in surface water (e.g. due to high turbidity) phytoplankton may thus 

concentrate in thin layers close to the stratification boundary, where fluxes from deep 

sediment provide nutrients, but light availability is still sufficient (lower section of Figure 

33). For this reason, salinity and water age gradients observed in stratified systems are 

also favourable to the concentration of blooms into thin layers along the halocline 

(Masunaga and Yamazaki, 2014). This phenomenon favours the concentration of an 

abundance of planktonic organisms and thus satisfies the growth requirements of fish and 

filter-feeding larvae during their reproductive periods (Berdalet et al., 2017). Conversely, 

it may also concentrate harmful microalgae within these thin layers (Berdalet et al., 2014; 

Gentien et al., 2005) and may thus increase the impact of HABs on adult filter feeders and 

other non-mobile species exposed to them. 
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Figure 33: Conceptual model of the effect of variable stratification in Killary Harbour 

 

5.6 Conclusions of Chapter 5 

 

The measurements of 224Ra/223Ra activity ratios, salinity and nutrient concentrations 

along Killary Harbour show that the magnitude of stratification can be assessed using both 

the vertical gradients of salinity and Ra ratios. Once the different Ra sources are 

characterised, the effect of bay sediments as a source of solutes and a first-order estimate 

of the seasonality of the spatial distribution of water ages can also be determined. In 

Killary Harbour, an increase of both Ra and SRP in deep water suggested that deep 

sediment could provide significant solute inputs in the bay, increasing the availability of 

dissolved phosphorus in the bay. During well mixed periods, Ra ratios in surface waters 

decreased in inner Killary towards the west as a result of Ra decay, then increased in outer 

Killary, potentially as a result of new Ra fluxes from the bay floor to surface waters. Deep 

currents in the bay are large enough during neap tides to create cyclic 

resuspension/deposition of fine sediments, which may amplify solute fluxes from the bay 

floor, explaining part of the increase of Ra ratios. Conversely, during stratified periods, Ra 
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ratios in surface waters decreased towards the west in both inner and outer Killary, with 

a faster decrease in inner Killary. If this change is due mainly to Ra decay, it then indicates 

that surface waters are flushed faster in outer Killary than in inner Killary. The estimates 

of water residence time from Ra water ages are in the lower end of previous modelling 

studies of the water renewal timescale of Killary Harbour, except for stratified periods, 

when the two approaches concur. Increasing river discharge amplified the stratification 

of Killary Harbour during spring tides, leading to lower water ages and higher N:P ratios in 

surface waters. On the other hand, deep waters have lower N:P ratios than surface waters 

and are expected to have older water ages, conditions more favourable for phytoplankton 

growth. The effect of variable stratification, water ages and N:P ratios on phytoplankton 

biomass and community composition are likely to affect the timing of filter-feeder growth, 

mortality and/or of HAB related problems for aquaculture. In this context, Ra activity 

ratios combined with analyses of water chemistry can assess the magnitude of sediment 

fluxes and determine when fluxes from deep sediment are the most likely to provide 

solute and limiting nutrients to surface waters in estuaries. The seasonally and spatially 

variable effect of stratification on elemental cycling can be thus assessed, to better 

understand the timing of changes to ecosystem structure and services in a given estuary 

throughout the year, or to validate assumptions supporting transport and reaction 

models. The effect of sediment as a source of solute to the system should be investigated 

further, to further characterise the availability of phosphorus and other limiting nutrients 

to the bay.  
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6 PAPER D: Effect of nutrient inputs from submarine 

groundwater discharge on primary production and 

aquaculture activities in an enclosed bay under changing 

climate. 

6.1 Abstract 

Nutrient fluxes from Submarine Groundwater Discharge (SGD) frequently modify the 

primary production of coastal ecosystems thus affecting aquaculture productivity. Here, 

the effect of SGD nutrient fluxes on phytoplankton biomass and aquaculture are 

investigated using previous SGD estimates, a ten-year nutrient and phytoplankton 

biomass dataset, a nutrient mass balance and a lower trophic model for a system receiving 

large SGD fluxes, Kinvarra bay. Nutrient inputs from SGD enhance phytoplankton growth 

in this bay, which directly benefit mussel growth in Kinvarra Bay. As only a fraction of the 

total nitrogen inputs from SGD are consumed inside Kinvarra Bay, it may also affect the 

aquaculture production in Galway Bay. Modelled dissolved nutrient and Chl-a were the 

highest around neap tides, when the bay was slowly flushed and retained solutes from 

SGD for a longer time period. Observed dissolved phosphorus in springs increased more 

frequently when groundwater levels were low during spring tides. Such periods can favour 

saline intrusions in coastal aquifers, increasing the magnitude of reactions leading to 

phosphorus release from the aquifer to coastal area, providing a net input of dissolved 

phosphorus and amplifying primary production. Between 2008 and 2018, the mussel 

production in Kinvarra Bay was the highest when May-July had a peak of fresh SGD 

followed by minimum fresh SGD flow rates during July-October. When higher fresh SGD 

fluxes occurred during July-October the next mussel harvest was lower, particularly when 

the next winter period had higher than average SGD fluxes and flooding.  The effect of 

SGD on phytoplankton biomass and aquaculture thus strongly depends on the timing of 

the SGD flow and is not a linear function of discharge. The effect of rising water 

temperature and changes of annual rainfall patterns on fresh SGD discharge, Chl-a and 

aquaculture production in the system is also discussed using the lower trophic model and 

a recent assessment of the future rise of temperature and changes of rainfall frequency 

in Ireland. Both measured and modelled Chl-a levels were maximum during periods of low 

fresh SGD flux and high water temperature and were minimum during periods of high SGD 

flux and low water temperature. Considering here only the effect of temperature on 
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phytoplankton, likely to be influenced first by changes of temperature, an increase of sea 

water temperature by 1.7 degrees could increase the modelled Chl-a by up to 40 percent 

during spring or autumn but had less effect on modelled Chl-a levels during mid-summer. 

Other effects of temperature on nutrient cycles may however balance or amplify these 

changes and the effect of temperature on nutrient fluxes from and to sediments in SGD 

sites should be also investigated further.  

 

6.2 Introduction 

In recent years, submarine groundwater discharge (SGD) was shown to be  potentially more 

important source of solutes for the global ocean than river flow (Cho et al., 2018; Moore, 

2010). Coastlines and oceans supports a wide range of global ecosystems and human 

activities, besides contributing to the global economy by up to 60.5 trillion dollars per year 

(Costanza et al., 2014). Thus, an assessment of the effect of this flow on industries dependant 

on coastal ecosystem services is necessary to be prepared for the effects of these systems` 

changes. In coastal areas, aquaculture activities, such as shellfish production, are amongst the 

most sensitive to changes, as they depend on water quality and optimal phytoplankton 

availability to support production (Dame and Prins, 1998). The vast majority of marine 

aquaculture occurs along coastal areas. Nutrient inputs to coastlines from SGD, rivers or the 

open ocean affect phytoplankton growth rates and can lead either to positive or negative 

effects on aquaculture. Changes of water flow to and from coastal areas (river, springs, 

exchange with the open ocean) also modify the spatial variability of water ages, which affect 

phytoplankton biomass (Tomasky-Holmes et al., 2013) and the retention period of 

regenerated nutrient releases from aquaculture activities. 

Due to their intrinsic permeability, coastal sands are locus of non-steady fluxes of fresh 

and saltwater across the sediment/water interface driven by seasonal differences of 

inland groundwater levels, tidal variability and other natural processes (Rocha, 2008; 

Santos et al., 2012). This variable water exchange provides both allochthonous and 

regenerated nutrients to coastal systems, supporting primary production and 

aquaculture. In some bays hosting aquaculture, SGD is the main nutrient source 

supporting the growth of the harvested organism, through the direct support for local 



187 

 

primary production it provides (e.g. Hwang et al., 2010; Wang et al., 2014). The nutrients 

added by SGD are either supplied by fresh SGD, composed of water initially infiltrated 

inland from net rainfall, flowing to the coast as groundwater, or by saline SGD, composed 

of water originally coming from the sea, infiltrated by tide, density difference or wave 

setup, and flowing back to the sea. The total SGD discharge is frequently a mix of the two, 

with relative proportion changing during the year, as a result of a combination of factors 

such as natural recharge or tidal variability.  

Climate change is likely to modify the seasonal patterns of rainfall and temperature, 

and affect the annual patterns of water discharge to coastal areas, such as rivers (Hoegh-

Guldberg et al., 2018). As fresh SGD is also fed by net rainfall, SGD fluxes are also likely to 

be modified, particularly for unconfined aquifers. Considering the current change of 

climate, the FAO identified the following priority research gap: “the implications of 

increasing droughts and changing precipitation patterns on aquaculture production need 

to be further contextualized (…) also in the light of competition between sectors for 

freshwater” (Anika and Cassandra De, 2016). The necessity to investigate changes of 

precipitation for aquaculture was also highlighted for Ireland and the UK by Callaway et 

al. (2012). The annual and interannual variability of SGD fluxes can be expected to vary as 

a result of climate change and changes of water use in catchments. As the primary 

production in some ecosystems and aquaculture sites rely in full or in part on nutrient 

fluxes from SGD, this is likely to affect aquaculture production and ecosystem functions 

significantly. 

It can be expected that modifications of the annual variability of nutrient fluxes from 

SGD to a coastal bay as a result of climate change can create changes of the annual 

variability of nutrient levels and water chemistry parameters that may be sufficient to 

affect phytoplankton biomass and aquaculture production, even if annual averages 

remain similar. To determine how climate change could impact mussel production in the 

bay, and to investigate the effect of nutrient fluxes from SGD on phytoplankton and 

aquaculture in a coastal bay, we study a site where intense SGD fluxes are present, 

Kinvarra Bay, western Ireland. To estimate the effect of SGD on the annual and seasonal 

nutrient balance of coastal areas hosting aquaculture activities, we use three approaches: 

First, we analyse a ten-year surface water nutrient and chlorophyll-a dataset from 
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Kinvarra Bay (EPA, 2018a) and a groundwater quality dataset from its catchment (EPA, 

2015), combined with new data collection to assess the effect of SGD fluxes over nutrient 

concentrations and phytoplankton biomass in the bay. Secondly, we use that dataset to 

build a nutrient mass balance of the system, based on the LOICZ guidelines (Gordon et al., 

1996). With this balance, we assess the effect of nutrient inputs on the system during 

specific times of the year, and the variability of nutrient reactions occurring in the bay. 

Finally, we adapt an existing lower trophic ecosystem model (Cranford et al., 2007) to (1) 

model the variability of nutrient balance and tidal cycle between surveys (2) assess the 

effect of SGD on phytoplankton biomass in the bay and (3) test the effect on nutrient, 

primary production and aquaculture production of changes of climate, driving 

modifications of water and nutrient discharge to coastal areas. We conclude the analysis 

by discussing how this type of methods might allow to support and test potential policies 

and aquaculture management strategies to ensure the protection of SGD value for sites 

hosting aquaculture activities while considering the other water management 

problematics in the catchment (e.g. flood risk management, water supply fed by 

groundwater, discharge from sewage treatment plants). 

 

6.3 Study site 

Kinvarra Bay is a coastal embayment in the south of Galway Bay (Western Ireland), in which 

mussel aquaculture (150 tonnes in 2018) and oyster aquaculture (15 tonnes in 2018) are 

present. The local aquaculture benefits of nutrient fluxes coming from coastal springs fed by 

a catchment of 486 km2 (Figure 34). The bay contains intertidal areas (Maritime wetlands in 

Figure 34) that can store, transform and release groundwater-fed nutrients in the area (Rocha 

et al., 2015). During low groundwater level periods, saline intrusion in the aquifer occurs 

(Petrunic et al., 2012) and leads to an increased content of phosphorus in the SGD fluxes (See 

Chapter 4). 

The catchment from which the spring waters originate is composed of two parts of distinct 

geology and hydrology. The upper catchment is composed of poorly permeable sandstone, 

siltstone and mudstone, with a dense river network. The lower catchment is composed of 

limestones and dolomites, with little surface runoff and a well-developed karst network (Figure 
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34). The dense river network found in the upper catchment quickly infiltrates into the karst 

system in the lower catchment section and reappears in the coast as a series of springs, as 

identified by cave exploration and tracer tests (Figure 34). The two main springs present in the 

bay are Kinvarra East and West (KE and KW in Figure 34). The lower catchment contains a series 

of groundwater-fed lakes (turloughs) and inland marshes which flood when groundwater levels 

are high. Flooding periods during high groundwater level periods may drive increased nutrient 

fluxes to the bay. 

The upper catchment is mainly composed of forests, peat bogs and transitional woodland 

shrubs (Figure 34), which likely provide some water storage and delay the flow of water from 

the upper catchment to the lower catchment, reducing peak discharge and flood risk in the 

areas downstream. On the other hand, most of the lower catchment has pastures, with little 

woodland cover. Moreover, the limestone aquifer in the western part of the catchment has 

little or no sediment coverage in some cases (e.g. bare rock in Figure 34) favouring quick 

groundwater recharge during rainfall events. However, the turlough in the lower catchment 

also can store large amounts of water which dampen the response time of the aquifer 

following rainfall periods in a more significant manner than the effect of soil and vegetation 

cover in the upper catchment. Gort and Kinvarra are the two main urban centres present in 

the catchment (Figure 34) and have reported floods during winter. 
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Figure 34: Kinvarra Bay’s aquaculture activities and land use in the catchment from which Kinvarra spring 
waters originate. River networks are from EPA (2016), Karst connections are taken from Geological 
Survey, (2019) and the approximate locations of a network of caves carrying groundwater to the bay is 
shown with dashed lines and originally taken from Drew (2003). Land use shown is a reclassified Corine 
Land Cover data (EPA, 2018b). KE and KW are Kinvarra East and Kinvarra West, the two main springs 
providing fresh SGD to the bay. Groundwater level is recorded by the EPA at Killiny Borehole (KL) (EPA, 
2020). BH is the approximate location of the borehole sampled in this work and Kinvarra Borehole, the 
borehole sampled by the EPA. 
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6.4 Methods 

6.4.1 Data collection 

Four surveys were performed in Kinvarra Bay under different discharge conditions, 

representative of the full annual variability of groundwater head in the main conduit 

network feeding Kinvarra spring, measured at Killiny Borehole (2m, 12-14 July 2018; 4m, 

20-23 October 2018; 7.2m, 25-28 January 2019; 9.4m, 06-08 April 2019). Surveys were 

conducted during spring tides in order to have comparable results and to conservatively 

estimate the impact of SGD in this system. For each survey, we took surface water samples 

during boat transects at ebb tide using a Niskin bottle at 0.5-1m depth, except during the 

April 2019 when it was during flood tide. Additional samples were taken from Kinvarra 

spring during low tide and from a borehole connected to the main conduit feeding 

Kinvarra spring (Loughcurra) in the same day. Each sample was taken in triplicate and 

filtrated independently to account and correct for bias due to potential contaminations 

during filtration. Samples for dissolved nutrient analysis (NO3
-, NH4

+, NO2
-, PO4

3- as Soluble 

Reactive Phosphorus - SRP) were filtered into vacutainers with 0.15μm Rhizon 

membranes (Ibánhez and Rocha, 2014; Jiang et al., 2017). Samples for SRP determinations 

were stored at 4 degrees until analysis and analysed within 10 days after collection, while 

samples for dissolved inorganic nitrogen (DIN) determinations were analysed within 30 

days after collection, following Jiang et al. (2017). DIN was analysed with a Lachat 

Quickchem 8500 flow injection analysis system, following manufacturer-adapted 

methods for sequential analysis (Lachat instruments, 2002, 2001). SRP was determined at 

885 nm using a Hatch DR5000 spectrophotometer using standard colorimetric methods 

(Grasshoff et al., 2009). Total dissolved nitrogen was determined after conversion into 

nitrate through alkaline oxidation with potassium peroxodisulfate in an autoclave 

(Grasshoff et al., 2009), then analysed for nitrate using similar procedures than for DIN 

(Lachat instruments, 2002, 2001). DON was then calculated from the subtraction of DIN 

from the total dissolved nitrogen pool.  Salinity and turbidity (in NTU) were measured 

using an Aquaread® Aquaprobe, calibrated according to standard manufacturer 

procedures (Aquaread, 2013). Salinity values were verified with a Carl Stuart Limited 
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Cond197 i WTW electrical conductivity probe. Finally, the Ra ages were determined from 

samples in these same surveys as described in Chapter 3. 

In addition to these surveys, which provide “snapshots” of the bay biogeochemistry 

under specific conditions, the long term variability was estimated from a ten-year 

Environment Protection Agency dataset for transitional waters in Kinvarra Bay (EPA, 

2018a) and for groundwater quality in Kinvarra springs and Kinvarra Borehole (EPA, 2015). 

These datasets include nutrient and ancillary water quality parameters taken by the EPA 

as part of the water framework directive, with four transects per year of ten samples each 

for Kinvarra bay water quality, and one to four samples per year for Kinvarra springs and 

Kinvarra borehole. The location of Kinvarra Borehole was selected as it is next to the main 

series of conduit bringing water from the rest of the catchment to Kinvarra springs and is 

thus thought to be representative of the water coming from the catchment through 

conduit flow. 

 

6.4.2 Bay discretization for mass balances and box models 

Inputs of freshwater such as fresh SGD or rivers to a bay and tides can create spatially 

and temporally variable stratification (Chapter 5). Kinvarra Bay is shallow, but can be 

variably stratified within spring/neap cycles and high/low tides (e.g. Figure 2 in Gregory 

et al., 2020). A surface plume of reduced salinity composed of water coming mainly from 

Kinvarra springs is present in the surface during neap low tide but dissipates at high tide 

with variable longitudinal extend depending on ebb or flood tide (Figure 2 in Gregory et 

al., 2020). Given this variable stratification, and the variable location of the brackish 

surface plume along the bay we cannot reasonably model Kinvarra Bay with multiple 

boxes at this stage, particularly as winter periods may be significantly different from what 

observed by Gregory et al. (2020) during summer. However, as previously shown in 

section 3.4.5, the bay can be approximated to be well mixed at the scale of one tidal cycle, 

to build mass balances for this system. In this study, Kinvarra Bay was thus modelled as a 

single box to assess the variability of nutrient and phytoplankton in the bay under the 

influence of SGD. This simplification allows to estimate relative changes in the bay under 

changes of SGD discharge, tide, light and temperature variability, while allowing a finer 
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analysis of the effect of different model parameters as we do not have the added 

complexity of considering multiple boxes. 

The following method was applied to make spatially variable data collected during the 

surveys comparable with the outputs of the single box model: First, the EPA data was 

classified by date and depth. For each date, a representative concentration for the bay 

was calculated by doing a simplified 3D integration method described in Appendix 8. In 

short, the bay was divided in four sections with deep, surface and medium layer. Each 

sample was then grouped in each layer according to its location in the bay. Sections that 

did not had a sample within it were assumed to have values equal to the average of the 

surrounding boxes. The representative value for each date was then calculated using the 

volumes and concentrations of each boxes and layers. This value can be then compared 

with the outputs of a single box model to test its ability to model the overall annual 

changes of concentrations in bay waters or used for the LOICZ mass balance. This 

approach, while being a simplified 3D integration method, provide an estimate of the 

overall variability of parameters in the bay, while accounting for the bay asymmetric 

shape and true geometry. This method is thus preferred here to median and averages, as 

these can overestimate the effect of solute sources on the inventories of a tracer in 

aquatic bodies where these solute inputs occur in shallow areas (as previously shown for 

salinity in section 3.5.2).  

 

6.4.3 LOICZ approach 

To assess the effects of SGD discharge on net primary production and denitrification-

nitrification rates in Kinvarra Bay, we closed nitrogen and phosphorus mass balances for 

the four surveys performed in the area, using the general LOICZ modelling approach 

(Gordon et al., 1996). This approach considers the bay to be well mixed at the scale of one 

tidal cycle, which is a reasonable first-order approximation for mass balances for this 

system during spring tide (as previously shown in Chapter 3, section 3.4.5). Furthermore, 

it assumes that the system is at steady state with respect to water, salt and nutrient 

balances (the sum of inputs and outputs of nutrient to the system is 0 for a given survey). 

For each survey, we considered groundwater inputs, exchange between the bay and the 
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open ocean, rainfall and evaporation in the system (Gordon et al., 1996). The retention of 

fluxes of N and P occurring in Kinvarra Bay were assessed based on the excess or loss of 

nutrient. The net molar retention of phosphorus was converted in stoichiometric carbon 

equivalents to assess the net primary production (primary production-respiration) 

occurring within the system. To assess the minimum /maximum net primary production, 

we considered two extremes: net primary production within the system is dominated by 

phytoplankton (C:P = 106) (Redfield, 1958) or by seagrasses or marine macroalgae 

(C:P=550) (Atkinson and Smith, 1970). The net N fixation-denitrification occurring in the 

system was assessed by closing mass balances for DIN and DON and determined the net 

gain or losses of N within the system. The net primary production in the system was 

assessed by closing mass balances of P for the system, following the LOICZ approach 

(Gordon et al., 1996) and the previous observation that P is a limiting nutrient in this bay 

(Rocha et al., 2015). 

 

6.4.4 Lower trophic model 

We used a modified version of the model of Cranford et al. (2007) to assess the effect 

of changes of nutrient and freshwater discharge from SGD on the nutrient mass balances 

and phytoplankton abundance across the year, while considering the effect of other 

seasonally variable drivers (temperature, light availability, day length). The model was 

initially developed as a carbon-based model by Dowd (2005) for a coastal system of a 

similar depth and shape to that of Kinvarra Bay and was adapted to model nitrogen fluxes 

in a system with mussel activities by Cranford et al. (2007). The initial purpose of the 

model was to assess the effects of aquaculture (mussel production) on nutrient or carbon 

mass balances. It had the advantage of explicitly including the variability of the main 

drivers of change of nutrient storage in the dissolved and particulate phases and in 

phytoplankton and sediments (i.e. inputs from land, exchange with the ocean, sediment, 

phytoplankton growth and decrease, mussels). A model map of the differential equations 

described in Cranford et al. (2007) and Dowd (2005) is shown in Figure 35.  
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Figure 35: Model structure adapted from the model of Cranford et al., (2007) using the equations 
from Dowd (2005). TIN are dissolved inorganic nitrogen in the bay, PN is the nitrogen storage in 
phytoplankton, DN is the nitrogen storage in detritus or particulate N in the bay, BN is the Benthic 
N, stored in sediment. T inputs are the new dissolved inorganic nitrogen provided to the system 
by inputs from the land (here SGD). Dissolved nitrogen, Phytoplankton and Particulate nitrogen 
(Detritus, D) are exchanged with the outside of the system (Here Galway Bay), through the terms 
TIN mixing, P mixing, D mixing. The processes highlighted in green were updated in this study to 
account for the known characteristics of Kinvarra Bay. 

We kept the parameters and expressions defined in Cranford et al. (2007), and Dowd 

(2005), unless for processes highlighted in green in Figure 35. This model was 

implemented using the Euler method, similarly to Dowd (2005). We made the following 

modifications to adapt the model to the specificity of SGD sites and to account for the 

evolution of knowledge since the study of Cranford et al., (2007): 

1) A constant exchange rate K as in Dowd (2005) could not be assumed here because 

there is evidence that the spring/neap tide cycles in Kinvarra Bay strongly affected 

water exchanges with Galway Bay (Gregory et al., 2020). To account for the 

spring/neap tide cycle, we calculated the average tidal prism Pr for each day of the 

year, and determined the exchange rate K as a function of time, using the following 

equation (Sanford et al., 1992): 

𝐾 =
1 − 𝑏

𝑉
 (

𝑃𝑟(𝑡)

𝑇
−

𝐼

2
)                  (5.1) 
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Where Pr(t) is the tidal prism as a function of time; b is the return flow factor, i.e. the 

quantity of water that has left on the ebb tide, returning on the next flood tide; V is the 

bay mean tide volume; T is the tidal period (in days); I is the volume of freshwater flowing 

into the system. We calculated Pr(t) for each timestep from the tidal variability in Galway 

Bay (Marine Institute, 2017) and the digital terrain model of Kinvarra Bay (GSI/MI, 2019). 

2) Cranford et al. (2007) used shell size measurements in the bay from Waite et al. 

(2005) and an allometric equation from Smaal and Vonck, (1997) to assess 

clearance rates of mussels. We updated the values of Cranford et al. (2007) using 

information of mussel growth in Ireland as follows. The changes of mussel size 

were estimated as in Cranford et al. (2007), using a linear growth model from the 

mussel seed size to the commercial size (shell size of 50-70 mm BIM, (2019) ). As 

it takes in average 18 months for mussels to reach marketable size in aquaculture 

sites in this part of Ireland (AQUAFACT, 2013; Rodhouse et al., 1984), Kinvarra Bay 

will contain mussels from at least two distinct settlement years. Furthermore, 

some mussels may be lost due to mussel mortality, drop-off or discarding of 

damaged mussels during harvest. Mortality in Ireland for mussel production is 

between 20 and 30 percent (BIM, 2019). To assess the number of mussels in 

Kinvarra Bay from the annual production dataset (BIM, 2018a), we thus assumed 

that the number of mussels in Kinvarra Bay was 2.3 times the annual production. 

This is similarly to what observed by Cranford et al., (2007) in Tracady Bay, where 

growth rates are similar to growth rates in this part of western Ireland (Rodhouse 

et al., 1984) . Finally, daily mussel filtration rates were then estimated from their 

shell size, using the equation of Riisgård et al., (2014) for a mussel with medium 

condition index. Taking the same expression as Cranford et al., (2007) and Dowd 

(2005), the value of the parameter Im, the ingestion rate of all bivalves present in 

the bay (d-1) is: 

𝐼𝑚 =
𝑛∗𝑓𝑟

𝑉𝑏
                     (5.2) 

Where n is the number of mussels in the bay, fr(t) the filtration rate of one individual (m3 

ind-1 d-1) as a function of mussel size on a given day and the relationships of Riisgård et al. 

(2014), and Vb is the volume of the bay at mean tide (1.4 × 107 m3).  

 

3) We assessed nitrogen inputs into Kinvarra Bay (T inputs in Figure 35) in two steps. 

First the SGD flow rate was assessed using a relationship between groundwater 

levels and SGD flow rates determined for Kinvarra Bay in Chapter 3, relationship 1 

in section 3.4.1 (Figure 13). Then, total nutrient discharge were estimated from 
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the SGD discharge and average nutrient content in the spring obtained from the 

EPA (EPA, 2015) and from the surveys carried out in this study. This simplification 

ignores the effect of variable N concentrations in groundwater due to reactions 

within the catchment, anthropogenic contamination of groundwater or flooding, 

and thus provides a minimum estimate of the effect of SGD on the nutrient mass 

balance variability. When testing the effect of a parameter on model outputs 

during a typical year, a representative annual cycle for the daily groundwater flow 

was estimated from the SGD flow between 2010 and 2013, classified by day 

number and averaged between years. This coincides with the period previously 

modelled by McCormack et al. (2016), and is well characterised for SGD flow rates 

to Kinvarra Bay. The SGD flow patterns vary from one year to another, and we also 

model the effect of the interannual variability using the daily averaged SGD flow 

between 2004 and 2019 as described in section 6.4.4. 

4) We updated the phytoplankton growth calculations from Dowd (2005) and 

Cranford et al. (2007) by considering the effect of phosphorus limitation and light 

attenuation due to particulate matter and phytoplankton in the system (self-

shading) on phytoplankton growth. To account for the seasonal variability of the 

chlorophyll-a: carbon ratio of phytoplankton (Geider et al., 1998; Jackson et al., 

2017; Jakobsen and Markager, 2016), we used the estuarine formulation of 

Jakobsen and Markager (2016). The original equation from Dowd (2005) and 

Cranford et al. (2007) is: 

𝑃𝑔𝑟𝑜𝑤𝑡ℎ =  𝑓{𝑋; 𝑘𝑥} ∗ 𝑦𝑝(𝑡, 𝑇𝑒𝑚𝑝) ∗ 𝑃                 (5.3) 

Where Pgrowth is the phytoplankton growth (daily rate of N stored by phytoplankton); 

f{X; kx} is a saturation term to account for the reduction of growth due to the limitation of 

a nutrient X; yp(t,Temp) is the maximum growth rate of phytoplankton without nutrient 

limitation (day-1); P is the total N level in phytoplankton of the bay. 

Yp was calculated as in Dowd (2005) and Cranford et al. (2007) with minor adaptations 

(see Appendix 1 for details on the calculation method). 

We updated the expression f{X; kx} to account for limitations due to both DIN and DIP, 

according to Michaelis-Menten kinetics (Caperon, 1967; Dugdale, 1967): 

f{X; k𝑥} =  
𝑁

𝑁+𝐾𝑛
∗

𝐷𝐼𝑃

𝐷𝐼𝑃+𝐾𝑑𝑖𝑝
                  (5.4) 
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Where Kn and Kdip are saturation constants for DIN and DIP concentration in the bay; 

and N is the concentration of DIN in the bay (mmol N m-3) at a given timestep. Kn is taken 

from Cranford et al. (2007), Kdip is calculated from Kn using the average Redfield N:P ratios 

for phytoplankton from Garcia et al. (2018). As N:P in phytoplankton may be variable, the 

effect of variable N:P is then tested as described in section 6.5.4.4.2. 

5) We included in the model variable water temperature calculation for each 

timestep, including the effect of groundwater inputs on temperature. Modelled 

water temperatures were calculated for each timestep of the model run 

following a similar method as Dowd (2005), with an added term to account for 

the effect of groundwater fluxes on the temperature in the bay. The 

temperature budget for the bay is then: 

𝑑𝑇𝑒𝑚𝑝

𝑑𝑡
= 𝑣 + 𝐾[𝑇𝑒𝑚𝑝∞

 − 𝑇𝑒𝑚𝑝𝑏] + 𝐻𝑔𝑤                          (5.11) 

Where v is the heating rate of water due to solar radiation during the day considered; 

K is the exchange coefficient of the bay with the surrounding waters (calculated with 

equation 5.1); Temp∞ and Tempb are the average temperature outside and inside of the 

bay; Hgw is the heat flux due to the discharging groundwater (negative if the groundwater 

is colder than the bay). V was estimated as described in Appendix A in Dowd (2005). The 

net heat fluxes used to calculate V were estimated using a solar radiation dataset at 

Athenry (Met Eireann, 2020), a meteorological station 20 km from Kinvarra Bay. 

6) Finally, a calculation of modelled residence time in Kinvarra Bay was included 

for each timestep to facilitate the validation of the model with Ra relative ages 

or outputs from hydrodynamic models. The modelled annual changes of 

relative water age were assessed with the modified version of equation 3 of 

Sanford, Boicourt and Rives (1992), and the return flow factor for Kinvarra Bay 

from Rocha et al. (2015). These were then compared with residence time 

values measured with 224Ra/223Ra during from four spring-tide surveys of water 

ages variability (data shown in Chapter 3). 
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6.4.5 Validation and sensitivity analysis of the lower trophic model 

6.4.5.1 Validation 

The lower trophic model outputs were validated using observed water temperature, 

salinity, residence time, Dissolved Inorganic Nitrogen, Chlorophyll-a in Kinvarra bay 

between 2007 and 2019 (EPA, 2018a). Furthermore, modelled net primary production 

and nutrient fluxes to the benthos were compared with estimates determined for summer 

by Rocha et al. (2015). The efficiency of the model for temperature, salinity, DIN and Chl-

a was estimated from the Nash and Sutcliffe, (1970) model efficiency (ME). This 

parameter, estimated from modelled and observed values, is between -∞ and 1, and is 

positive when the relative performance of the model is better than the mean of observed 

values (Janssen and Heuberger, 1995; Nash and Sutcliffe, 1970). 

Measured temperature, salinity, nutrients and Chl-a are generally spatially variable in 

Kinvarra Bay (EPA, 2018a). To allow the comparison between the output of our single box 

model and the values measured in Kinvarra Bay, temperature, salinity, nutrient and Chl-a 

measurements were integrated for the bay for each EPA surveys (EPA, 2018a), and 

averaged by volume as described in Appendix 8, following the justification previously 

described in section 6.4.2. These integrated concentrations estimates were then used to 

calculate the ME and visualise as a function of time the relative changes of water 

chemistry recorded across the bay. The changes of mussel N assimilation which are not 

known for this system were validated using the annual variability of mussel growth known 

for other systems in Ireland and in systems of similar latitude.  

6.4.5.2 Sensitivity analysis 

The sensitivity of each model output variable to the uncertainty of the model input 

parameters was assessed using a nominal range sensitivity analysis as in Morgan and 

Henrion, (1990). First, the range of possible values was assessed for all parameters of the 

model, based on earlier studies. When only one value was available without uncertainty 

or possible range given, a 50 % uncertainty of the value found in the literature was 

assumed (See Appendix 1, Appendix 2 for the list of parameters and the reference used). 

Then, all model parameters were changed from their minimum to their maximum possible 

values while keeping other stable, and sensitivity was assessed from the change of the 
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annual means of three selected modelled variables: DIN, phytoplankton biomass, and 

mussel N assimilation. For example, the sensitivity of the variable phytoplankton to 

changes of the parameter phosphorus concentration in the bay, is assessed by calculating 

the difference between the annual mean of the curves of phytoplankton biomass at high 

and low phosphorus concentrations.   

The results of this analysis are shown in appendix 2. For each variable, the effect of the 

most sensitive parameters was then studied in more detail by incorporating them in 

different scenarios to illustrate the effect of modifications of these parameters on the 

model outputs and the ecosystem functioning (section 6.4.6).   

 

6.4.6 Testing different scenarios for Kinvarra bay with the lower trophic model 

As an attempt to identify the sensitivity of Kinvarra Bay to different changes, we 

considered five scenarios: changing mussel standing stock, modifications of the dissolved 

inorganic phosphorus concentrations in the bay, changes of water exchange with Galway 

Bay, changing phytoplankton types (through their nitrogen and phosphorus content, 

nutrient assimilation rate, Chl-a content, growth rate or grazing rates) and changing 

annual average water temperature and rainfall frequency (focusing on the effect on the 

bay water column). For each scenarios, the effect of these changes on average DIN and 

Chl-a during periods of low and high SGD flow are discussed. Where appropriate, the 

average difference and its 95% confidence interval is given for both periods. 

6.4.6.1 Effect of changing mussel standing stock in the bay. 

Between 2003 and 2018, the mussel production in Kinvarra Bay fluctuated between 110 

and 200 tons, with an average of 159±28 tonnes (BIM, 2018a). To determine whether this 

variability could be expected to create a significant change of Chl-a in the bay we modelled 

the bay using these two extreme values and compared the outputs. 
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6.4.6.2 Warmest average temperature 

Since 1980, a rise of sea water temperature of 0.3-0.4 °C per decade is observed in 

Ireland in satellite and in situ observations, generally following inland trends, and these 

trends are expected to continue over the coming decades (Dunne et al., 2007). Nolan and 

Flanagan, (2020) estimated the future changes of Irish climate for different path of future 

greenhouse gases emission emissions. They focused on the RCP4.5 and the RCP8.5. The 

RCP4.5 scenario consider a significant limitation of greenhouse gases emission leading to 

a radiative forcing stabilized at 4.5W/m2 in 2100, or a CO2-equivalent concentration of 

greenhouse gases of 650ppm. The RCP8.5 consider that emission of greenhouse gases 

keep increasing, leading to a radiative forcing above 8.5 W/m2 in 2100, or a concentration 

of 1370 ppm CO2 equivalent (IPCC, 2007). Under the RCP4.5 and RC8.5 scenarios, average 

temperatures in western Ireland where Kinvarra bay is located are expected to increase 

between 1 and 1.7 degrees for the 2041-2060 period compared to the 1980-2003 period 

(Nolan and Flanagan, 2020). The largest temperature increase is expected for the autumn 

period, leading to an increased length of the growth period of crops (Nolan and Flanagan, 

2020). The expected increase of temperature due to climate change for this part of Ireland 

was assessed using the maps of the future climate of Ireland from a detailed climate 

modelling study (Nolan and Flanagan, 2020). As no similar long term record of 

groundwater temperature in karst could be found in Ireland during review, the potential 

increase of groundwater temperature was taken from long term measurements in 

another European karstic site at similar latitude (Jeannin et al., 2016). 

Two model runs were made and compared: one at present temperature derived from 

EPA transitional water quality dataset (EPA, 2018a) and one at future temperatures for 

the 2040-2060 period (increase between 1 and 1.7 degrees of seawater temperature), 

and the modelled chlorophyll-a values were compared.  
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6.4.6.3 Changes of patterns of SGD discharge 

In the part of Ireland where Kinvarra Bay is located, the number of days with 

precipitation above 40 mm per day is expected to increase by 10-40%, while the number 

of extended dry periods (precipitation below 1 mm) will increase by 10-40% (Nolan and 

Flanagan, 2020). Moreover, summer precipitation is expected to decrease by 0-12% in 

this region of Ireland (Nolan and Flanagan, 2020). These changes are likely to lead to a 

larger annual and interannual variability of fresh SGD rates, and frequency of flooding, 

particularly in aquifers responding quickly to rainfall events such as karsts.  

As an attempt to estimate the potential effect of these increasingly frequent flood and 

drought periods for SGD sites, we first run the lower trophic model for the 2005-2019 

period. We then examined whether current drought or flood period were followed by 

specific patterns of modelled Chl-a levels and of observed annual mussel production (BIM, 

2018a).  Finally the observed trends were related to the results of  Nolan and Flanagan 

(2020) to discuss the potential impact of changes of rainfall frequency due to climate 

change on the biogeochemistry of Kinvarra Bay and its aquaculture activities through 

changes of SGD patterns. 
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6.4.6.4 Change of SRP availability in the bay 

 

The effect of a change of SRP availability on DIN levels and phytoplankton biomass was 

assessed by comparing the modelled Chl-a for SRP fixed at the minimum, median and 

maximum SRP values observed in the EPA dataset (EPA, 2018a). 

Maximum, medium and minimum SRP concentrations used for these model runs were 

taken from the EPA transitional water quality dataset for Kinvarra Bay (EPA, 2018a) and 

our own data collection in Kinvarra Bay. Combined runs of the models were made with or 

without nitrogen inputs from SGD and at high and low SRP concentrations to assess (1) 

the impact of the range of SRP availability within the bay and (2) the effect of DIN inputs 

from SGD on ecosystem primary production. 

6.4.6.5 Change of marine currents in Galway bay, modifying the return flow to the bay. 

Marine currents in Galway Bay may be modified by climate change, or other influences, 

which would then modify during the rising tide the return of water that left the bay during 

the previous ebb tide, thus the flushing time of water in Kinvarra bay. This influence of 

returning water on the flushing time of a bay is typically accounted for by introducing a 

return flow factor to the flushing time equations (Sanford et al., 1992). We thus tested 

the effect of changes of marine currents in Galway bay by assessing the sensibility of 

model outputs to the value of the return flow factor, taking a value between 0.7-0.94 

(range previously estimated for Kinvarra Bay by Rocha et al., 2015 ±2σ). 

6.4.6.6 Change of phytoplankton communities 

Phytoplankton communities can vary as a result of a change of limiting nutrient (Fischer 

et al., 2017) or climate (Guinder and Molinero, 2013; Murphy et al., 2020). Carbon : nutrient 

ratios in phytoplankton communities are likely to increase as a result of the increased CO2 

in the atmosphere and the increased thermal stratification of surface waters (Guinder and 

Molinero, 2013). We tested the effect of changing C:N:P nutrient ratios of phytoplankton in 

the model from their lower end to upper end values given in Garcia et al. (2018). We also 

tested the impact of a change of phytoplankton grazing on model Chl-a and DIN outputs. 

Finally, we estimated the effect of the presence of phytoplankton communities with 
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different half saturation levels for dissolved inorganic phosphorus (Kdip) as follows. First, a 

range of potential values for the N saturation parameter (Kn) were taken from Cranford et 

al. (2007). Then, these values were converted in a range for the P half saturation parameter 

using the range of N:P ratios for phytoplankton in estuaries from Garcia et al. (2018) (see 

Appendix 2 for values). 

 

6.5 Results 

6.5.1 The seasonal variability of nutrient inputs and its effect on nutrient levels in 

Kinvarra 

6.5.1.1 Variability of nutrient levels in Kinvarra springs and Kinvarra Borehole 

 

During the period recorded the range of variability of DIN and Si in the borehole and 

the spring appears similar between different years (Figure 36a, c). For TP, it is not possible 

to determine whether there is or not a pluriannual trend of concentration in the aquifer 

or the spring, as only five years of data are available, and the concentrations are too 

variable within each year (Figure 36b). For DIN, most concentrations measured are 

between 0.5 and 2mg L-1 (Figure 36a). Values at 2 mg L-1 or above occur in Kinvarra spring 

mainly during periods when groundwater level is rising or is above 4.8m (Figure 36a, 

Figure 37a). This translates in the more frequent occurrence of larger peak DIN 

concentrations during these periods of high groundwater level (Figure 37a). The averages 

DIN concentrations in Kinvarra spring are larger at groundwater level above 4.8m 

(1.94±0.98 mg N L-1) than at groundwater level below 4.8m (1.2 ±0.64 mg N L-1), with a 

statistically significant difference between the two periods (t(20) = 2.3, p= 0.03). Borehole 

DIN concentrations are also likely to be higher during periods of high groundwater level 

(t(32) = 2.09, p= 0.04), with averages going from 0.85±0.37 mg N L-1 to 1.14±0.46 mg N L-

1 at groundwater level above 4.8m (Figure 37a). Similarly, average DRSi concentrations in 

the borehole are more likely to be significantly larger (t(14.5) = 2.4, p= 0.03) with 

groundwater level above 4.8m (3.9±1.1 mg Si L-1) than at groundwater level below 4.8m 

(3.1±0.5 mg Si L-1). Conversely, spring DRSi concentrations are significantly larger (t(9.64) 
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= 2.98, p =0.01) for groundwater level between 3.5-5.5 m (4.0±0.5 mg Si L-1) than in other 

conditions (3.2±0.5 mg Si L-1, Figure 37 b).  

Secondly, at groundwater level below 3.5m, the Kinvarra Springs are more likely to 

contain higher total phosphorus levels (p=0.04) (Figure 37 b, c). Averages concentrations 

at groundwater level below 3.5 m reach 30±10 μg P L-1 for TP while they are 10±10 μg P L-

1 at groundwater above 3.5 m.  Moreover, DRSi levels in the spring are also more 

frequently low when groundwater levels are below 3.5m (2.9±0.3 mg Si L-1) than in other 

situations (4.0±1.0 mg Si L-1) , with a significant difference between the two averages (t(15) 

= 3.5, p =0.003 Figure 37 c). These observations suggest that groundwater table height 

plays a significant role in the nutrient composition of spring waters flowing into the bay.  

Generally, DIN and Total Phosphorus (TP) concentrations are more variable in the spring 

than in the borehole (95 confidence interval of the ratio of the variance between the 

borehole and the spring DIN concentration: 6.1±3.9 mg N L-1; p value for the F test: p= 2 

10-5, Figure 37a, b). SRP fluctuate vastly between 5 and 35 µg P L-1, with larger fluctuations 

in Kinvarra spring than in Kinvarra Borehole. Kinvarra springs DIN concentrations are 

either within a similar range to the borehole DIN concentration or up to 3 times larger 

(Figure 36a). TP concentrations in the spring, are frequently larger than the borehole TP 

concentration (Figure 36 b), in particular, when groundwater level is below 3.5m. During 

such periods, peak values in the spring can be more than the double of the borehole 

typical concentrations (Figure 36b, Figure 37 b).  

Conversely, DRSi  remains similar between the borehole and the spring (3.52±0.96 mg 

Si L-1 vs 3.51±0.62 mg Si L-1), with concentrations either slightly higher or lower in Kinvarra 

Borehole than in Kinvarra Springs (Figure 36c, Figure 37 c). DRSi is more stable than DIN 

with time, with most values at 2.5-5 mg Si L-1 (Figure 36c).  

As both Kinvarra springs and Kinvarra Borehole are connected to the same karst 

network, the difference between them for DIN and TP suggests that variable DIN and TP 

sources are present in the catchment between the borehole and the spring. These sources 

would provide dissolved phosphorus and nitrogen, but few Si as boreholes and spring DRSi 

are frequently similar. 



206 

 

 
 

Figure 36: Dissolved Inorganic Nitrogen (a), Total Phosphorus (b) and Dissolved Reactive 

Silica concentration (c) in Kinvarra borehole (2004-2015) and Kinvarra springs (2007-2015) 

taken from the EPA groundwater quality dataset (EPA, 2015); compared to the 

groundwater level variability measured in Killiny Borehole (EPA, 2020). DIN is mainly NO3 

in both spring and borehole. 
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Figure 37: Dissolved Inorganic Nitrogen (a), Total Phosphorus (b) and Dissolved Reactive Silica 
concentration (c) in Kinvarra borehole (2004-2015) and Kinvarra springs (2007-2015) as a function 
of groundwater level during the day sampled, taken from the EPA groundwater quality dataset 
(EPA, 2015). The rectangles highlight the apparent changes of the range of concentrations with 
groundwater level measured at Killiny Borehole EPA, (2020). DIN is mainly NO3 in both spring and 
borehole. 
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6.5.1.2 Variability of nutrient levels in Kinvarra bay 

The slopes between DIN and salinity (Figure 38a) and between DRSi concentrations and 

salinity (Figure 38b) in Kinvarra Bay are higher when groundwater levels were high 

(DIN/Salinity slope: -0.023±0.001, DRSI/Salinity slope: -48.5±2.7, p< 10-6 for groundwater 

above 6m) than when groundwater levels are low (DIN/Salinity slope: -0.013±0.0005, 

DRSI/Salinity slope: -37.7±1.2, p< 10-6 at groundwater below 6m, measured at Killiny 

borehole). Both the difference in slope and intersect with groundwater level are highly 

significant (for the intersect Z score = -14.2, p value = 10-46 , for the slope Z score = 7.21, , 

p value = 10-13, with number of observations much greater than 30 -above 260 for each 

series- and most data following normality). 

A non-linear trend with salinity is generally expected for non-conservative elements 

within an estuary (Officer, 1979). Here, however, we see significant linear trends between 

DIN and salinity (r2= 0.58, p<2 10-16) and between DRSi and salinity in Kinvarra Bay (r2 = 

0.5, p<2 10-16) (Figure 38). The presence of linear trends suggests that the DIN and DRSi 

inputs from fresh SGD are so large compared to the amount consumed by net primary 

production that the effect of net primary production on DIN levels in the bay often remain 

small compared to mixing. Alternatively, the net effect of primary production could be 

too variable from a year to another to show as a constant nonlinear trend.  

As primary production typically consumes DIN and DRSi at different rates, a significant 

effect of primary production on DIN or DRSi levels should lead to changes of DIN/Si ratio. 

For salinity below 25, the DIN/DRSi ratio in the bay is stable, with an average of 1.7±3.1 

(Figure 38c) and does not become larger than the ratios in the spring and the borehole, 

between 0.5 and 4.2. Conversely, at salinity above 25, some DIN/DRSi ratios in the water 

column are larger than DIN/DRSi ratios in the freshwater end-member (Figure 38c). These 

larger DIN/DRSi suggest a preferential DIN loss over Si in the water column at high 

salinities at least part of the time. This preferential loss of DIN over Si may be due to the 

seasonal variability of sediment-water fluxes, or changes of exchange with the open 

ocean. However, most of the DIN:DRSI ratio in the water column are within the range of 

borehole and spring DIN:DRSI ratio. Consumption of nutrients by primary production or 

other sinks within the system are thus not likely to explain a large fraction of the change 
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of the slope between DIN and salinity seen between high and low groundwater level 

(Figure 38). The variability of nutrient inputs from SGD seems to thus dominate the 

variability of the concentrations of DIN and DRSi in Kinvarra bay, with a potential minor 

effect of nutrient loss in the system, particularly at high salinities and during warm, low 

groundwater level periods. 

SRP, on the other hand, has no relationship with salinity (Figure 39), suggesting that 

fresh SGD fluxes are not leading to a significant increase of P availability in the bay 

compared to Galway Bay values. Other processes than fresh SGD inputs are thus likely to 

dominate the P availability (e.g. sorption, desorption from sediment within the bay), and 

SRP is rapidly cycled along the path from Kinvarra spring to Galway Bay. SRP values are 

more frequently large when groundwater level is high, with average values at 15.9±6.7 at 

groundwater level above 6m compared to 7.1±6.0 at low groundwater level below 6m. 

This trend is statistically significant (t(470) = 18.16, p< 10-16) and is potentially a result of 

a lower SRP loss within the bay during these periods, or larger SRP fluxes within the bay, 

for example due to larger inputs from sediment (Figure 39).  Such larger inputs from 

sediment may occur through increased sediment load from surface sources, or more 

frequent release from bottom sediment during these periods (e.g. due to sediment 

resuspension events or increased bioturbation amplifying solute exchanges with 

sediments). Despite the change of total phosphorus concentration in Kinvarra Springs 

with groundwater level, no significant changes of the range of SRP values are observed in 

Kinvarra Bay (Figure 39). 
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Figure 38: Effect of groundwater level on the relationship between nutrient and salinity for the 
water columns of Kinvarra Bay. Values for Kinvarra bay are taken from the EPA transitional water 
quality dataset (EPA, 2018a), classified according to the groundwater level in Killiny Borehole, EPA, 
(2020). Borehole and spring values are taken from the values at Kinvarra Borehole and Kinvarra 
springs (locations on Figure 34) from the groundwater quality dataset (EPA, 2015).  

 



211 

 

 

 
Figure 39: Comparison between bay concentrations of Soluble Reactive Phosphorus (SRP) in 
Kinvarra Bay (EPA, 2018a) and freshwater end member concentrations (borehole, spring) as a 
function of salinity (EPA, 2015). Bay values are classified according to the groundwater level in 
Killiny Borehole, EPA, (2020). Borehole and spring values are taken from the values at Kinvarra 
Borehole and Kinvarra springs (locations on Figure 34) from the groundwater quality dataset (EPA, 
2015). The limit of detection in the EPA dataset was variable with time between 12, 10 and 5 µg.l-
1, with most LOD reported 10 and 5 µg.l-1, which explains the aberrant horizontal lines at and 
below 10 µg l-1. Values below 12 µg.L-1 are shown to give a sense of the relative frequency of low 
SRP values but should not be interpreted in term of trend against salinity. 
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6.5.2 Effects of SGD on nutrient balance and phytoplankton biomass  

Summer chlorophyll-a in Kinvarra Bay can be up to ten times higher than the maximum 

values observed in the nearby Galway Bay (Figure 40). As we showed in section 6.5.1, SGD 

brings to the system nutrients with variable rates and concentration depending on the 

time of the year.  

 
Figure 40: Range of chlorophyll-a values in Kinvarra and Inner Galway Bay classified by day number 
between 2007 and 2018 (All values, ICES, 2019). 

Sea surface temperature (SST) and chlorophyll-a (Chl-a) are often linked (Behrenfeld et 

al., 2001, 2006; Chavez, Messié and Pennington, 2011; Behrenfeld, 2014). Here, the peaks 

of chlorophyll-a are observed more frequently when the water temperature in Galway 

Bay is the highest (Figure 41). However, during warm periods with high light irradiation 

values, low chlorophyll-a values similar to the ones typical of cold periods with low 

irradiation values can also be observed (Figure 41). While high Chl-a is more likely during 

summer (June-August) than during winter (December-February), the measured Chl-a can 

be as different between two summer days as the difference between an average summer 

day and an average winter day (Figure 41). Moreover, the periods of maximum 

chlorophyll-a are not coinciding with periods of maximum temperature, when growth rate 

should be expected to be the highest. These non-coinciding trends suggest that drivers 
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other than temperature and light changes are also explaining the variability of Chl-a levels 

for a given season. 

 
Figure 41: Changes of daily averaged Chl-a values in Kinvarra Bay between 2007 and 2018, 
averaged by day number and surveys (EPA, 2018a), related to the variability of daily averaged 
water temperature in Galway bay (ICES, 2019) and light availability (Met Eireann, 2020). 
Temperatures shown are the CTD values observed in Galway Bay between 2007 and 2018 in the 
ICES database. 

The closure of nutrient mass balances for four spring tide surveys under different 

groundwater levels and water temperatures showed that regardless of the groundwater 

level, a net retention of Nitrogen is occurring in the bay (Net DIN is negative in Table 10). 

This net retention of DIN tended to be larger with increasing groundwater level and at a 

lower temperature. Two potential paths are possible to explain this net loss: storage of 

nitrogen in the benthos or consumption by the biological activity in the bay water column, 

as shown previously by Rocha et al., (2015).  

A net loss of SRP was only present under low groundwater level and high-temperature 

conditions. A gain of SRP occurred under high groundwater level and low-temperature 

conditions (Table 10). Net primary production (p-r) was negative during high groundwater 

level and low-temperature conditions and positive during low groundwater level and 
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high-temperature conditions (Table 10). Periods of high temperature and low 

groundwater level coincide with positive net primary production (primary production > 

respiration) and higher chlorophyll-a concentration in the bay (Figure 42). The bay is thus 

a sink of carbon and P during the productive months as the net phytoplankton growth is 

consuming CO2 and P through photosynthesis. On the other hand, periods of lower 

temperature and high groundwater level (>6m) coincide with periods of negative net 

primary production (primary production < respiration) and lower chlorophyll-a levels 

(Figure 42). This suggests that the bay is a source of CO2 and P during the winter period 

when organic matter provided by SGD and freshwater sources or by sediments are 

consumed by respiration in the bay. Kinvarra Bay is thus likely to alternate between being 

a source of CO2 during high SGD periods and a sink of CO2 during low fresh SGD periods. 

The fact that net primary production is negative for the periods when the net DIN balance 

is the most negative (Table 10) suggests that N consumption by primary production is not 

the only mechanism explaining this net DIN loss, but a large part of the DIN is likely to be 

stored in sediment and the benthos, or denitrified. 

 

Table 10: Results of the LOICZ mass balance. The balance of DIN and DON are derived from a LOICZ 

mass balance of DON and DIN (Gordon et al., 1996). P-r is the primary production minus 

respiration per area of the bay estimated from the SRP balance. The SRP balance is converted to 

p-r using two sets of C:P ratios to assess the maximum and minimum p-r. Minimum p-r assumes 

that most primary production is carried out by phytoplankton (C:P = 106) (Redfield, 1958). 

Maximum p-r assumes that most of the primary production is done by seagrasses or marine 

macroalgae (C:P=550) (Atkinson and Smith, 1970). Groundwater levels are the averages in the 10 

days leading to each surveys in Kinvarra bay, measured at Killiny Borehole, and taken from EPA, 

(2020). 

Survey 

Groundwater 
level 

Average bay 
temperature Average bay 

salinity 

 DIN 
balance 

DON 
balance 

SRP 
balance 

 
Equivalent (p-r) 
mmol C m-2 d-1 

m °C 
mmol N  
m-2 d-1 

mmol N  
m-2 d-1 

μmol P  
m-2 d-1 

 Minimum  
Maximum 

 

20180
7 

2.17 19.4 34 -0.86  - 47  5 26 

20181
0 

4.1 14.4 30 -5.36  - 5  0.5 3 

20190
1 

7.25 10.7 16 -27 -36 -85  -9.0 -47 

20190
4 

9.75 11.4 16 -23 -1 -15  -1.6 -8 
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While water temperature and groundwater level are negatively linearly correlated 

(Pearson correlation= -0.82, p<0.001, n= 919), peak Chl-a occur at minimum groundwater 

level, but not at maximum temperature as would be expected (Figure 42). There is a 

significant non-linear monotonic negative relationship (Figure 42), between groundwater 

level and Chl-a (Rho = -0.45) and a positive relationship between temperature and Chl-a 

(Rho = 0.41). The unsigned correlation between Chl-a and groundwater level is larger than 

the unsigned correlation between Chl-a and temperature. However, we cannot be 95% 

confident that the difference between the two correlated Spearman correlations 

coefficients (Rho) is not due to random variation in sampling (t(1213,1134)= -1.01, 

p=0.16). Thus both graphical observation and a weak statistical evidence suggest that the 

groundwater level (an indicator of the likelihood of large fresh SGD fluxes to Kinvarra bay, 

see Chapter 3) may be a more appropriate predictor of chlorophyll-a levels than 

temperature in Kinvarra Bay (Figure 42). Bay averaged maximum chlorophyll-a levels 

decrease quickly when groundwater levels increase from 2m to 6 m, while the change is 

less clear when considering decreasing temperature (Figure 42). Moreover, all bay 

averaged chlorophyll-a levels above 60mg l-1 between 2007 and 2018 were recorded 

during periods of lowest groundwater level (<4m, Figure 42).  

The net ecosystem production obtained with the LOICZ model seems also to be 

significantly different with changing groundwater level (Figure 42), which implies that the 

trophic status of this SGD dominated system is affected by the changing water chemistry 

not only due to seasonal variability but also linked to the magnitude of the SGD discharge 

coming to this bay. The next section will investigate further the drivers of the variability 

of Chl-a and DIN levels in Kinvarra Bay using the lower trophic model. 
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Figure 42: Net ecosystem production (p-r) in Kinvarra determined from the LOICZ approach from 
the nutrient data collected in this study, and chlorophyll-a level observed by the EPA between 
2007 and 2018 (EPA, 2018a) as a function of water temperature (EPA, 2018a) and groundwater 
level on the day of sampling, measured at Killiny Borehole (EPA, 2020).   
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6.5.3 Lower trophic model sensitivity analysis and validation 

6.5.3.1 Sensitivity analysis and lessons learnt on Kinvarra Bay 

The sensitivity analysis of the lower trophic model (Appendix 1 to 5) identified three 

parameters with the highest impact on the modelled phytoplankton biomass and DIN 

levels in the bay: the return flow factor as a driver of exchange between Kinvarra Bay and 

Galway Bay, b (ΔDIN=21, ΔChl=12, ΔNmussel=0.1; Appendix 2); the dissolved phosphorus 

levels in the bay as a limiting nutrient for phytoplankton growth (ΔDIN=-5.8, ΔChl=17, 

ΔNmussel=0.09; Appendix 2); and the loss of phytoplankton by grazing of other organisms 

than mussels, λp (ΔDIN=5.3, ΔChl=-54, ΔNmussel=-0.07; Appendix 2), as a limiting factor 

for phytoplankton growth in the system.  

The lower trophic model illustrated the strong effect of new/spring tidal cycles on the 

variability in Kinvarra Bay. The modification of the K exchange factor in the lower trophic 

model to account for neap/spring tidal cycles (section 6.4.4) led to a fluctuation of 

modelled DIN, phytoplankton biomass, salinity and residence time with a 15 days period 

(Figure 43).  

Concentrations of elements provided by SGD, such as DIN, increased during neap tides 

and had their largest modelled values at the end of neap tide periods and decreased 

during spring tides (Figure 43). Chlorophyll-a concentrations, increased during neap tide 

periods and decreased during spring tides (Figure 43).  

Spring tides, on the other hand, showed a decrease of DIN and Chl-a, and the lowest 

modelled DIN and Chl-a frequently occurred at the end of periods of spring tides, except 

when SGD fluxes were strongly increasing during the spring tide periods (e.g. second 

spring tide period highlighted in Figure 43).  

These fluctuations are also visible in other modelled parameters e.g. peaks of water 

residence times and decrease of modelled salinity were also present during neap tides. 

Modelled water temperature in comparison was not affected significantly by spring/neap 

cycles and was mainly seasonal (Figure 45 a). This is mainly because groundwater 

temperatures (3-18 degrees) are of similar range to sea water temperature in Galway Bay 

(5-18 degrees). 
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Figure 43: Effect of considering a variable tidal prism during neap/spring tidal cycles on model 
outputs from the lower trophic model of Cranford et al. (2007). The modelled outputs with 
constant tidal prism use the yearly mean tidal fluctuations to assess the tidal prism value used in 
the K calculations. Modelled outputs with variable tidal prism value use the tidal range on each 
day of an average year to calculate the value of the tidal prism for each day, to assess the effect 
of neap/spring tidal cycles on the modelled outputs.  The dashed lines show the DIN and Chl-a 
outputs for a constant tidal prism value (no neap or spring tides considered). Plain lines show the 
DIN and Chl-a outputs for a variable tidal prism value (neap or spring tides are present). The daily 
changes of the tidal prism volume as a result of neap/spring tidal cycles for Kinvarra bay are shown 
in the upper chart. 
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A second trend in Kinvarra Bay illustrated by the lower trophic model is the weak 

influence of the yearly variability of aquaculture standing stock on the bay dissolved 

nitrogen and chlorophyll balance. Increasing mussel standing crop in Kinvarra Bay from its 

minimum to maximum estimated value between 2005 and 2018 (BIM, 2018a) led to a 

decrease of modelled DIN by between 0.3 to 3.5 mmol N m-3 and Chl-a levels in the bay 

by between 0.2 to 5 mg m-3. The effect of mussel standing crop on Chl-a levels increased 

during the growth season, and was the largest during the autumn, when phytoplankton 

growth decreased as a result of light availability, and mussel feeding is more likely to 

outrun phytoplankton growth (Figure 44).  

 

Figure 44: Effect of mussel standing crop (T) on model output, values are in metric tonnes, 
equal to the median, minimum and maximum production in the bay multiplied by 2.3 (BIM, 
2018a). 
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As will be shown in the next sections, the effect of modifications of mussel standing 

crop on modelled Chl-a and DIN is however small compared to the effect of other 

parameters such as the return flow factor (Figure 50), the grazing rate (Figure 51), or 

parameters describing phytoplankton growth and nutrient contents (Figure 51 to Figure 

54). As a result, mussel production can be fixed at its median value to further study the 

effect of other changes on the system. 

 

6.5.3.2 Model validation 

Modelled temperatures follow the observed values in the bay with a model efficiency 

(ME) of 0.95 (Figure 45a). Similarly, modelled salinities expected for a range of return flow 

factor of 0.78<b<0.94 (b±2σ from Rocha et al., 2015) include most of the observed values 

of salinities in Kinvarra Bay, with only two point above the curve during mid-summer 

(Figure 45b). If b is fixed a 0.89, the model efficiency is 0.4 for salinity (Figure 45b), and 

the modelled variability of residence time is close to the observed values estimated from 

224Ra/223Ra profiles (difference less than one day in Figure 45c).  
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Figure 45: Validation of modelled flushing characteristics of Kinvarra Bay by comparing model outputs with observed values in the bay for: (a) 
temperature, (b) salinity and (c) residence time. In (c), the observed values are estimated from a Ra ages model during spring tides (See Chapter 3 for 
more detail). Modelled values in (c) are determined using changes of tidal range across the year as observed in the nearby Galway Bay, using the equation 
of Sanford et al. (1992), assuming a return flow factor of b=0.86±0.04 (from previous findings by Rocha et al., 2015) and considering the variations of the 
tidal prism across a typical year. In (a), (b) and (c), the three curves illustrate the effect of the uncertainty of return flow factor on the model results. In (a) 
and (b) observed values are calculated from the 3D integration of ten samples in average in surface and deep waters (Data from EPA, 2018b).
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Similarly, modelled DIN and chlorophyll-a when DIP is fixed in the observed range of 

bay-integrated values in Kinvarra Bay (from below EPA detection limit, represented by the 

0.02 run, to 0.8) correspond acceptably well with the observed variability between 2007 

and 2018 in Kinvarra Bay (Figure 46a, b). The modelled DIN variability matches the 

observed seasonal trends in the bay. Some higher Chl-a values are observed during August 

and may be due to larger than averages import of Chl-a from Galway Bay or variable SRP 

inputs for example. If b is fixed to 0.89 and DIP to its minimum value (0.08), which is the 

most likely when high phytoplankton biomass are present, the model efficiency is 0.51 for 

DIN and 0.55 for Chl-a.  

The model thus performs significantly better than the mean of the observed values, but 

there is room for improvements. One way to improve the efficiency of the model would 

be to account for variable P availability in the bay, based on additional data collection and 

characterisation of the drivers of variability of dissolved P in the bay. Indeed, most of the 

observed data is included within the range of potential values expected when SRP is 

between 0.02 and 0.8 (Figure 46).  

Previous studies made in this area on the reproduction periods of mussels showed that 

the main reproduction periods of naturally occurring mussels in Galway Bay were in 

March/April and July/August, followed by settlements in June and August-September 

(King et al., 1989). The two modelled N assimilation peaks in June-July and September-

October (Figure 46c) follow immediately the reported periods of mussel reproduction, 

and thus correspond to settlement periods in this part of Ireland. If we consider that 

mussels adapt their reproduction behaviour to ensure an exposure to optimum food 

availability, the modelled trends are thus corresponding to the observed variability in 

natural mussel population in this area. Without the measurements of actual growth rates 

of cultured mussels in Kinvarra Bay, however, the modelled changes of N assimilation can 

only be interpreted in terms of relative changes. 
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Figure 46: Comparison of model predictions for average DIN (a) and chlorophyll-a (b) with observed values in the bay. The effect of different 
concentrations of Dissolved Inorganic Phosphorus in the bay is shown by three different runs of the model, using different DIP in water as input (mmol 
m-3 or µmol L-1). The range of value tested for DIP correspond to the maximum (0.8), and minimum DIP level (0.08) observed in the bay between 2007 
and 2018 by the EPA (2018b), after integration of the values observed in transects following the procedure in Appendix 8. During summer, some of the 
SRP level observed by the EPA were below detection limit, and the bay minimum integrated averages may be overestimates. Consequently, we add a 
model run for very low SRP values (0.02), to illustrate the effect of very low P availability.
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The modelled total N transfer to the benthos corresponds to the range cited previously 

for the bay (3.7±2.6×103 mol d-1, Rocha et al., 2015), if P is maintained at its low value 

(DIP= 0.08). On the other hand, the peak N consumption by phytoplankton, is larger than 

the DIN consumption (1.15±0.94×104 mol d-1, Figure 47). Rocha et al., (2015a) showed 

that a large part of the N requirement of phytoplankton growth is provided by a quick 

cycling of N in the bay via DON (1.08 ±0.87×104 mol d-1, Rocha et al., 2015). The model of 

Cranford et al. (2007) does not differentiate DIN and DON but include the cycling of N via 

particulate organic matter. The sum of the DIN consumption by phytoplankton and DON 

loop correspond to the lower mid-range of the peak modelled DIN consumption here for 

the summer period when DIP is fixed at 0.08 (Figure 47). 

 

 
Figure 47: Comparison of key N reaction rates predicted by the model with previous estimates for 
summer from Rocha (2015). (a) for plankton total DIN consumption by phytoplankton (b) for total 
N transfer to the benthos. The area highlighted in green are the values from Rocha (2015). Dashed 
blue areas are the N consumption values by phytoplankton accounting for the cycling of DON in 
the bay (Rocha, 2015). 
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6.5.4 Scenario testing for the lower trophic model 

6.5.4.1 Modelled effect of temperature changes on Chl-a levels 

The average temperature in the part of western Ireland where Kinvarra Bay is located 

is expected to be larger by between 1 and 1.7 degrees for the 2041-2060 period compared 

to the 1980-2003 period under the scenarios of representative concentration pathway 

RCP4.5 and RCP8.5 (Nolan and Flanagan, 2020). The largest increase of temperature is 

expected for the autumn period, leading to an increased length of the growth period of 

crops (Nolan and Flanagan, 2020) and of the bloom period for phytoplankton (Marine 

Institute, 2009). Karst groundwater temperature may also increase, although less than air 

and sea water temperature. We considered a groundwater temperature at +0.2 degrees 

for the 2041-2060, assuming a similar rise of temperature that observed in another 

European karst system: + 0.003 degrees per year (Jeannin et al., 2016). 

Changes of temperature of +1.7 degrees in sea water and +0.2 degrees for Karst 

groundwater temperature could increase modelled Chl-a levels by 0 to 40% on an average 

year if temperature was the only variable modified by the change of climate. Under this 

scenario, Chl-a levels during mid-winter were the least modified (+0.1mg m-3), while 

modelled Chl-a level were larger in spring to autumn, particularly following neap tides 

(+2.4 to +3.5 mg m-3, Figure 48). The largest increase was observed during neap tides in 

late summer-autumn (+3.5 mg m-3, Figure 48). The extension of the growth period 

expected by Nolan and Flanagan, (2020) for land-based plants in Ireland may thus also 

affect phytoplankton growth in enclosed bays such as Kinvarra bay if other parameters of 

the system are not also affected by temperature changes. 
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Figure 48: Effect of a rise of sea temperature of +1.7 degrees on the modelled Chl-a values for an 
average year in Kinvarra bay for a standing stock of mussel of 345 tonnes. 

6.5.4.2 The combined effect of nitrogen inputs from SGD flow and phosphorus limitation 

Both the N inputs from SGD and the availability of P in the water column affected the 

modelled nitrogen storage in the different nitrogen reservoirs in Kinvarra Bay (Chl-a 

modelled, dissolved N, particulate N, benthic N, Figure 49). The difference between the 

scenario with and without SGD depends on SRP levels within the bay (Figure 49a). At P 

levels set to the upper range seen in Kinvarra Bay, the presence of SGD lead to an increase 

of Chl-a of 8.5±0.3 mg m-3 during summer (Figure 49 a, c), At P levels set to the lower 

range seen in Kinvarra Bay, the presence of SGD lead to an increase of the averaged 

modelled Chl-a of 6.1±0.4 mg m-3 during summer (Figure 49 b, d). In the absence of N 

inputs from SGD, Chl-a modelled values were only 33±5 % of Chl-a levels modelled with 

SGD and high P levels; and 33±3 % of Chl-a levels modelled for scenarios with SGD and 

low P level.  These results suggest that N inputs from SGD have a direct amplifying 

influence of Chl-a within the bay, and that 67±5 % of average Chl-a levels within the bay 

may be attributed to the N inputs from SGD, the rest being imported from Galway Bay 

regardless of the SGD input occurring.  

Moreover, modelled N transfer to sediment was enhanced by both increased SGD 

fluxes and increased SRP availability. This enhancement was the result of a stronger 
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transfer of dissolved N to particulate N and phytoplankton, then deposited in larger 

fraction to sediment as organic nitrogen (particulate or dissolved). Consequently, 

modelled N storage in sediment increased during summer and were maximum in late 

summer/fall, with the largest storage occurring under a scenario of N inputs from SGD 

and high P in the bay (Figure 49a). 

 

 

Figure 49: Effect of phosphorus availability and SGD presence/absence on modelled DIN (DN), 
Phytoplankton, particulate N (PN), and N storage in sediment (BN) in Kinvarra Bay for an annual 
production in Kinvarra Bay of 165 tonnes (standing stock of mussel of 345 tonnes). 

 
Other changes than water temperature and SGD rates may also occur simultaneously. For 

example: changes of marine current and change of phytoplankton communities. The next 

section highlight the effect of these potential changes, starting from the parameters of 

the lower trophic model to then show graphically to which extent a physical change of 

marine current, phytoplankton communities may amplify or reduce changes of nutrient 

balance or primary production due to temperature changes or SGD discharges.  
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6.5.4.3 Change of marine currents in Galway bay, modifying the return flow to the bay. 

According to Sanford et al. (1992), the value of b is influenced by three processes: “the 

phase of the tidal flow in the channel relative to the flow along the coast”, “the strength 

of the channel flow relative to the strength of the coastal flow”, and “the amount of 

mixing that occur once the basin water has been ejected into coastal water”. Thus, if the 

phase or the strength of marine currents in Galway bay is modified, this may affect the 

return flow factor of Kinvarra Bay. A more frequent thermal stratification of Galway Bay 

could also affect this parameter, by modifying the frequency of mixing of freshwaters 

from Kinvarra Bay within Galway Bay. 

A change of return flow factor from 0.7 to 0.85, corresponding for example to an 

decrease of cross shore currents within Galway bay in the proximity to the mouth of 

Kinvarra Bay relative to currents within Kinvarra bay, could strongly increase the modelled 

averaged dissolved N in Kinvarra Bay during periods of high discharge (average difference 

for October-March: 47±1 mmol N m-3), and to a smaller extent, phytoplankton 

concentrations (average difference: 0.9±0.1 mg m-3 , Figure 50 a, b). Changing return flow 

factor during summer led to small changes of modelled dissolved nitrogen (average 

difference: 0.5±0.3 mmol N m-3 during June-August, Figure 50 a), but large changes of 

phytoplankton biomass with changing values of return flow factor (difference: 9.2±0.4 mg 

m-3  for June-August, Figure 50 b). This can be expected as modelled fresh SGD is low and 

primary production is high during these periods. The value of the return flow factor also 

had a small effect by comparison on modelled Chl-a during mid-November to January 

(Figure 50 b). 

Modification of marine currents within Galway Bay, the relative tidal phase between 

Kinvarra and Galway Bay, or of the amount of mixing outside of Kinvarra Bay, if leading to 

a change of return flow, can be thus expected to have a large effect on both dissolved 

nutrient and phytoplankton in the system, affecting aquaculture activities. 
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Figure 50: Effect of changes of return flow factor (used in equation 5.1) on (a) modelled Dissolved 
Nitrogen and (b) Chl-a in Kinvarra bay 
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6.5.4.4 Change of phytoplankton communities 

6.5.4.4.1 Sensitivity to the grazing rate in the bay or the growth rate of phytoplankton 

A larger grazing rate led to a large decrease on average modelled Chl-a level during the 

peak growth period (average change for June-August : -19.2±0.8 mg m-3). Conversely it had 

only small effects on modelled Chl-a during winter (average change for December-February: 

-0.6±0.1 mg m-3), when little modelled phytoplankton net growth occurred in the system 

(Figure 51b). As a result, modelled dissolved N levels were significantly modified by changes 

of grazing rates during the growth season of phytoplankton (average change: +9.3±0.4 

mmol N m-3, Figure 51a), but were not significantly modified during the high discharge 

periods (-0.2±1.4 mmol N m-3). 

 
Figure 51: Effect of modification of grazing rates on the model outputs of (a) dissolved nutrients 
(b) modelled Chl-a levels for a standing stock of mussel of 345 tonnes. 
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Similarly, a change of the specific growth rate of phytoplankton (α) led to similar annual 

patterns changes of modelled DIN and Chl-a than grazing rates, but with a smaller 

amplitude of changes for the range of α tested (Figure 52). Modelled Chl-a during low 

discharge periods increased with increasing alpha (average change for June-August: 

+3.4±0.4 mg m-3) but was less modified during high discharge periods (+0.1±0.04 mg m-3). 

As a result, DIN decreased significantly during low discharge periods with increasing alpha 

(-5.4±0.5 mmol N m-3) but close to no change of average values was forecasted during 

winter (-1.0±1.3 mmol N m-3). 

 

 
Figure 52: Sensitivity to α, the initial slope of the growth rate of phytoplankton in the phytoplankton 
growth equation (Equation 5.6)  of (a) dissolved N and (b) Chl-a for a standing stock of mussel of 345 
tonnes. 
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6.5.4.4.2 Effect of changes in the nutrient ratios of phytoplankton and in their sensitivity to 
nutrient limitation 

 

Reductions of C:N in phytoplankton decreased modelled phytoplankton biomass levels 

during both periods of low discharge (-6.0±0.5 mg m-3 for June-August) and high discharge 

(-0.10±0.04 mg m-3 for November to February). However this was not affecting N levels in 

the bay significantly (-0.28±0.31 mmol N m-3  and -0.05±1.2 mmol N m-3 for the same 

periods) (Appendix 2, Figure 53).  

Increases of MaxC:Chl ratios also decreased modelled phytoplankton biomass levels (-

4.2±0.6 mg m-3 during summer, -0.01±0.05 mg m-3 during high discharge periods), without 

affecting N levels in the bay significantly (-0.2±0.3 mmol N m-3 and 0±1 mmol N m-3 for 

the same periods). Change of MinC:Chl ratio for the range tested had small to no 

significant effect on both Chl-a and DIN during both summer (Chl-a change: 0.3±0.5 mg 

m-3, DIN change: 0.0±0.3 mmol N m-3) and winter (Chl change: 0.05±0.05 mg m-3, DIN 

change: 0±1 mmol N m-3). Increase of Kdip to simulate the presence of phytoplankton 

adapted to P limitation increased phytoplankton biomass levels during summer (+9.9+0.4 

mg m-3) and decreased DIN in the bay (-12±0.5 mmol N m-3, Figure 54). Changes of nutrient 

availability may thus have no effect on Chl-a if nutrient ratios of phytoplankton or their 

sensitivity to nutrient limitation changes to adapt to it, for example following changes of 

phytoplankton species type in the bay. 
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Figure 53: Effect of changes of nutrients ratios of phytoplankton on modelled Chl-a levels for a 
standing stock of mussel of 345 tonnes. 
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Figure 54: Effect of changes of Phosphorus saturation constant Kdip on (a) modelled DIN and (b) 
modelled Chl-a in Kinvarra Bay. 

 
 

6.5.4.5 Effect of changes of the annual variability of SGD flow rates on Chl-a levels and 
mussel production. 

 

Modelled Chl-a levels in Kinvarra Bay had variable peak values depending on the year 

considered. Modelled Chl-a concentrations were the largest between 2005 and 2019 

when continuous modelled SGD flow was occurring during the growth period of 

phytoplankton (e.g. April-October 2019, Figure 55). The Chl-a concentrations were the 

lowest  when the modelled SGD flow was minimum during most of the growth period of 
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phytoplankton (red circles, Figure 55), with bay averaged Chl-a close to 8 mg m-3 during 

most days.  

Observed mussel production were also highly variable from a year to another. The two 

lowest production periods in Kinvarra Bay (2015 and 2016 in Figure 56) were reported 

following winter 2015-2016, when groundwater level was particularly high and flooding 

of large section of the catchment occurred around turlough (see maps in Figure 2 in 

Morrissey et al., 2020). However, winter 2013-2014 also had similarly large fresh SGD flow 

to the bay (Figure 55) and reported flooding in Kinvarra (Siggins, 2016), but aquaculture 

production was maximum during this period (Figure 56). 

When SGD rates where present throughout the growing season, modelled Chl-a levels 

were more frequently above 8 mg m-3 (Figure 56). On the other hand, when a peak of SGD 

occurred at the beginning of the growing season, followed by a period of minimal SGD 

rates (red circles, Figure 55), the modelled Chl-a level was more frequently close or below 

8 mg m-3 (green areas in 2005, 2006, 2013, 2014, in Figure 56). Between 2006 and 2019, 

the largest harvest of mussels, 200 tonnes, always occurred following periods of modelled 

Chl-a levels around 8 mg m-3 (2006, 2013 and 2014, in Figure 56). 



236 

 

 
Figure 55: Compared modelled Chl-a levels and patterns of SGD flow rates to Kinvarra Bay between 2005 and 2019. Periods when a peak SGD occurred at 
the beginning of the growth season, followed by a low SGD flow rate to the bay are highlighted with red circles. Periods when a particularly high fresh SGD 
rate occurred during winter (>1.5 106 m3 d-1) are highlighted with blue dashed circles. These periods had flooding in the catchment (reported either for 
Kinvarra town or Gort). White vertical zones are periods when the likely range of SGD flow could not be estimated due to missing data on groundwater level. 

 
Figure 56: Modelled changes of chlorophyll-a level between 2005 and 2019, using the SGD patterns shown in Figure 55. The sections of the Chl-a curves 
at the expected change of shell size under optimum Chl-a level for mussel growth (2-8.5 mg m-3 according to Larsen et al., 2018) are shown in green, 
sections outside of these optimum growth conditions are shown in black. Numbers are the corresponding harvest production reported for the bay for 
each year (BIM, 2018a). Curves of mussel shell size under optimum growth conditions highlight the periods during which the growth of the harvested 
mussel took place. (the rates are only indicative of the period when growth of a harvest is likely to have taken place, as the actual growth curves are 
variable from year to year). White vertical zones are periods when the likely range of SGD flow could not be estimated due to missing data on groundwater 
level. 
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6.6 Discussion 

 

6.6.1 Drivers of the changes of nutrient composition of the SGD end member in 
Kinvarra bay 

Groundwater level measured at Killiny Borehole modified the nutrient levels in 

groundwater and SGD discharge coming to Kinvarra Bay. High DIN concentrations in 

Kinvarra Spring occurred more frequently during periods of groundwater level above 

4.8m. Similarly, peak DRSi concentrations in the spring occurred more frequently when 

groundwater level was above 5.5m. Moreover, high TP level in the spring occurred more 

frequently when groundwater level was below 3.5m (Section 6.5.1.1).  

As shown in Chapter 4, when groundwater level is close to or lower than high tide sea 

level, seawater recirculation is likely to lead to the intrusion of some seawater in the aquifer, 

releasing additional solutes (Ra, DIN, DRSi) by desorption and mineral dissolution. The 

maximum high tide level recorded in Galway bay during spring tide is between 3.1m to 3.5m 

(Marine Institute, 2020b). The 3.5m limit below which a significant increase of the average 

TP and a slight decrease of DRSI in the spring was observed, thus correspond to a level close 

from the highest tide in Kinvarra Bay, for which maximum saline intrusion is expected. The 

substantial increase of phosphorus concentration in the spring, coupled with a slight -but 

significant- decrease of DRSi may be caused by an increasing fraction of recirculated sea 

water in the aquifer, explaining the first 3.5m limit identified (Figure 37 b). 

On the other hand, turloughs in the area flood if groundwater levels are sufficiently high 

(e.g. Morrissey et al., 2020). Such a flooding situation is likely to release added DIN to the 

turlough and then to the karst. The catchment contains numerous turloughs (Figure 34). 

The nearest one from Kinvarra spring and the Kinvarra borehole sampled by EPA, at 

Loughcurra South has its lowest altitude at 5m, and most of the surrounding land has an 

altitude of between 7 and 12m. Although Killiny Borehole, where the EPA records 

groundwater level is 3 km south from this location, and although we can consider that the 

level in the turlough might be lower compared to Killiny Borehole, this altitude range 

seems to correspond to the 5-6m transition observed in the spring concentration. It is 

likely that when the recorded groundwater level is above 5-6 m, the water table is 
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sufficiently close to the ground surface for significant flooding to occur in the land 

surrounding the turlough. Such flooding was observed here during the high groundwater 

level surveys. This flooding would then accelerate the release of nutrients from the 

surrounding lands to groundwater if the local biological activity within the turlough and 

the karst are not high enough to consume the added nutrients. McCormack et al., (2016) 

observed peak nutrient levels in turlough in the catchment in early winter, periods of 

maximum or near maximum turlough level, followed by reductions of concentrations 

during spring and summer, linked to reactions within the turlough consuming nutrients 

(e.g. denitrification). This is consistent with the higher DIN and DRSi concentrations peaks 

observed here when groundwater levels were above 6m at Killiny borehole (Figure 37 a, 

c), with peak values most likely corresponding to the early winter peaks previously 

observed by McCormack et al., (2016). The observation of McCormack et al., (2016), show 

however that the variability of nutrient concentration in the aquifer may also depends on 

which stage of the groundwater level rise and fall cycle we are at. Larger concentrations 

are more likely to occur at the beginning of the high groundwater level periods, while may 

decrease afterwards, following the consumption of the added nutrient by biological 

activity in the aquifers and or the turloughs. 

Temperature variability may also affect nutrient concentrations in the groundwater 

itself. A previous study showed that denitrification could be present in deep parts of 

flooded turloughs, leading to a consumption of nutrient in the turlough when conditions 

were favourable in the catchment (McCormack et al., 2016). Rising temperatures can 

lower oxygen concentrations by reducing oxygen solubility and enhancing respiration 

rates relative to photosynthesis (Allen et al., 2005; Boulêtreau et al., 2012; Hanke et al., 

2016; Yvon-Durocher et al., 2010). Diffusion rates of oxygen into sediment can also 

decrease with rising temperature (Elberling and Damgaard, 2001). As a result of these 

combined factors, nitrogen consumption in soils tend to increase with temperature (Saad 

and Conrad, 1993). Potential maximum NO3
- reduction rate in saline sediment can be 

multiplied by 3.5±0.2 when temperature rise by ten degrees (Ibánhez and Rocha, 2017). 

In freshwater sediment, denitrification rates can increase tenfold when the temperature 

increases from 10 to 25 degrees (de Klein et al., 2017). The observed difference may be 

thus due to the combined effect of low temperature reducing N consumption by 
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denitrification in the catchment and added nutrient inputs to groundwater from the 

flooding of turloughs.  

This effect of biological activity in sediments and soils, turlough and the karst network 

would then explain why low nutrient concentrations may be seen in both Kinvarra 

borehole and Kinvarra spring even during groundwater levels high enough to flood the 

surrounding land.  

The nutrient levels in the discharged water are thus not constant but depend on the 

nutrient sinks and sources in the subterranean estuaries and catchments. Here, we 

showed that this led to variable nutrient levels in the SGD waters, as a function of the rise 

and fall of groundwater level. If these nutrients are not consumed within the catchment 

and the karst system by biological activity, these nutrients are then brought to coastal 

springs as an added nutrient load to coastal areas, feeding phytoplankton growth and 

changes of N:P ratios.  

 

6.6.2 Effect of SGD variability on modelled chlorophyl-a and observed aquaculture 
production 

Section 6.5.4.5 identified that years of minimum mussel production frequently followed 

one or several periods of maximum modelled fresh SGD discharge during winter. Winter 

floods and periods of particularly large freshwater fluxes discharge or storms affecting 

bays containing aquaculture (e.g.  may lead to fluctuations of water chemistry parameters 

(e.g. salinity), and may increase mussel mortality (Callaway et al., 2012; Harger and 

Landenberger, 1971; Hastie et al., 2001; Nehls and Thiel, 1993). Exceptions were also 

present however, for example in winter 2013-2014 when mussel production was 

maintained at high level the following harvest. This suggests that mussel metabolic stress 

during periods of high freshwater discharge to Kinvarra Bay is not the only driver of the 

increased mussel winter mortality during or following floods.   

From August to October energy reserves are built up in the mantle of mussels, which will 

fuel gametogenesis during the winter (Seed and Suchanek, 1992). Thus, the feeding 

conditions of mussels during the growing season are likely to impact the mussel mortality 

during the winter, when mussel use their reserves to fuel gametogenesis and sustain their 

metabolism. Larsen et al. (2018) showed that Chl-a levels above 8 mg m-3 can slow down the 
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growth of mussels as they are not physiologically adapted to such conditions. The period for 

which mussel production were not reduced following a flood during winter 2013-2014 

followed a summer for which modelled phytoplankton biomass were around or below 8mg/I 

Chl-a. Moreover, maximum annual production for mussel frequently followed periods for 

which the model predicted phytoplankton biomass around or below 8mg/L Chl-a. 

The joint occurrence of (1) optimum feeding condition during the growth period of 

mussel and (2) low stress during the winter period may thus explain in part the variability 

of mussel production from year to year. Such effect is likely to be visible on aquaculture 

production if other parameters affecting mussel mortality (e.g. predation, mussel density; 

Davenport, 1979; Gruffydd et al., 1984; Larsen et al., 2018; Seed, 1969) are otherwise 

maintained at a relatively constant level between years through aquaculture practices. 

 

6.6.3 A distinct effect of SGD on phytoplankton biomass, and N level in Kinvarra Bay 
depending on seasons, tidal variability and SRP availability. 

Section 6.5.2 identified a significant negative correlation between groundwater level 

(here an indicator of the likeliness of high fresh SGD flow) and observed Chl-a, with 

maximum Chl-a levels occurring at minimum groundwater level periods. SGD sites, 

frequently have reduced water temperatures during summer, and increased water 

temperature during winter which allows identification by remote sensing (e.g. Wilson and 

Rocha, 2012). Colder temperatures during summer can reduce primary production rates 

(Eppley, 1972), and increased rates of freshwater inputs can accelerate the flushing of 

bays (Alber and Sheldon, 1999; Sanford et al., 1992), which is known to be able to reduce 

primary production with respect to respiration (Lucas et al., 1999). The variability of Chl-

a and net primary production is thus likely to be strongly modified by changes of SGD rates 

in addition to light and temperature variability. Phytoplankton production is generally the 

highest in coastal systems that have the longest flushing times and that retain nutrients 

and phytoplankton biomass (Gilmartin and Revelante, 1978). This supply of nutrients from 

SGD, as well as the longer retention of water in Kinvarra Bay, may thus explain the larger 

Chl-a levels in Kinvarra Bay compared to Galway Bay.  

The seasonal variations of light and temperature also play an important role on the effect 

of SGD on a given system. The results from the lower trophic model suggest that a substantial 
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SGD-derived nutrient load to a coastal bay during a period of low light availability and 

temperature may not have a significant effect on the phytoplankton biomass (here assessed 

with modelled chlorophyll-a level), as the low-temperature and light availability limit growth. 

As a result, during such periods a larger fraction of the nutrient loads from SGD are exported 

to the outside of the bay without being consumed within the bay by primary production. On 

the other hand, a small nutrient load from SGD during a period of high light availability and 

high temperature can lead to significant increases of phytoplankton biomass, particularly if 

limiting nutrients are supplied. Consequently, small inputs of limiting nutrients such as 

phosphorus by recirculated SGD (Chapter 4) may affect the growth rates of phytoplankton in 

coastal systems, even when the net inputs are small. 

The effect of SGD on the water composition and nutrient content of a bay will also depend 

on how quickly freshwater discharge and tide flush the system. Neap tide periods are the 

most favourable for lower flushing rates of coastal systems, leading to a more frequent 

accumulation of SGD waters close to their discharge points compared to spring tide periods. 

This effect of tides was recently demonstrated for Kinvarra Bay (Gregory et al., 2020) and the 

modelling in this work confirmed that this was likely to impact residence time and 

phytoplankton biomass levels in the bay (e.g. Figure 45c, Figure 46b). Modelled peaks of 

phytoplankton biomass, dissolved N and residence time of the systems happened during 

neap tides. The variability observed may be the result of a balance between nutrient inputs 

from SGD and accelerated flushing due to SGD, mediated by the spring/neap tide variability. 

6.6.3.1 Effect of SRP availability in the bay on the long-term variability of nutrient, 
primary production and mussel N assimilation 

Section 6.5.4.2 showed that without sufficient available limiting nutrients, an increase 

of nitrogen loads from SGD does not necessarily affect chlorophyll-a levels and mussel 

nitrogen assimilation. Increased modelled chlorophyll-a levels in the bay could occur as a 

result of increasing DIN loads from SGD only if sufficiently high phosphorus levels were 

present in the bay to allow growth, in addition to the other parameters previously 

discussed. The storage of N in sediment was also reduced when SRP levels in the bay were 

lower, because of the reduced settlement of particulate matter (e.g. dead phytoplankton 

and pseudofeces from mussels) when blooms were less frequent. 
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Before 2015, Kinvarra Bay received an average of 343.7 m3 d-1 untreated sewage with 

a mean concentration of 14.79 mg L-1 Total Phosphorus and 72.11 mg L-1 Total Nitrogen 

(UISCE Eirean Irish Water, 2016), giving a daily input to the bay of 5.132 kg d-1 for P and 

24.78 kg d-1 for N. By comparison, the discharge from SGD is between 105 and 106 m3 d-1, 

with a concentration of SRP of 15 μg L-1 and of 0.5 mg L-1 for DIN, giving a daily flux to the 

bay of 1.5-15 kg d-1 for P and 50-500 kg d-1. These figures are consistent with the previous 

estimates by McCormack et al., (2016) who estimated the average load of Total 

Phosphorus from Kinvarra spring to be 17.3 kg d-1 and 788 kg day−1 for Total nitrogen. The 

discharge of sewage to the bay was thus sufficiently high compared to SGD discharge to 

increase the P levels, in particular during low SGD discharge periods. By contrast, the N 

loads from sewage are too small compared to the N load provided by SGD to change the 

N concentration in the bay significantly during winter, but not during summer. In 2015-

2017, a new treatment plant was installed (UISCE Eirean Irish Water, 2016). It was 

suggested that this could reduce the phosphorus availability in the bay, driving the system 

further towards P limitation (Rocha et al., 2015). After 2015 a reduction of SRP levels was 

observed in the bay (Figure 57). We can expect the reduction of phosphorus 

concentration to reduce phytoplankton growth, as limiting nutrients become less 

available. However, so far, no significant decrease in the annual average of Chl-a level was 

observed (Figure 57). Four explanations are possible: 

 (1) the phytoplankton assemblage changed, favouring species adapted to P limitation, 

with a different nutrient ratio than that considered here, for example mixotrophic species 

with a larger N:P ratio  

(2) a significant part of the growth occurs outside of Kinvarra Bay  

(3) the phosphorus available is still sufficiently high to feed primary production as 

before and is not the limiting nutrient  

(4) other processes provide the missing phosphorus directly to phytoplankton, without 

releasing dissolved phosphorus to the water column, for example through a faster internal 

cycling of P in the bay or the release of legacy P from sediment (e.g. such as in Conley et 

al., 2002). For example, the slow release of P that was previously discharged to the bay by 

sewage and stored in sediment may provide such additional P inputs.  
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The observed Chl-a in Kinvarra Bay is generally much larger than the observed Chl-a 

levels in Galway Bay, and the lower trophic model suggested that most of phytoplankton 

biomass in Kinvarra Bay is generally due to growth within the bay. Thus (2) is unlikely. It 

was already determined that the system is phosphorus limited during summer (Rocha, 

2015), and the modelled patterns of Chl-a correspond better to the observed seasonal 

Chl-a variability when P limitation is accounted for, thus (3) is also unlikely. 

Section 6.5.4.4.2 showed that a change of nutrient ratio and Chl-a nutrient ratio of 

phytoplankton could reduce or increase the apparent Chl-a levels in the bay. A change of 

the phytoplankton communities could thus counterbalance the effect of SRP on Chl-a, 

which makes (1) thus possible. 

Observations of phytoplankton assemblage in the bay would allow to confirm whether 

mixotrophic species and other species adapted to P limitations are more frequently 

present in the bay. If so, hypothesis 1 would be validated. Fluxes from sediment, from 

recirculated SGD and from particulate matter already present in the bay that supply 

phosphorus to sustain phytoplankton growth (Hypothesis 4) may also provide additional 

P to limit the shift of species present in the bay. In such a context, we suggest investigating 

further the phosphorus cycles and the shifts of phytoplankton species to assess why there 

is no apparent effect of reduced P concentration in the bay on Chl-a concentrations.  

 

Figure 57: Effect of the sewage treatment plant (SWTP) put in place in 2015-2017 for Kinvarra Bay 
annual average Soluble Reactive Phosphorus and Chl-a levels (EPA, 2018a). The arrow show the 
period of construction of the SWTP according to UISCE Eirean Irish Water, (2016). 

 

SWTP works 
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6.6.4 Limitations of the lower trophic model and knowledge gap on Kinvarra Bay. 

The model used here is a single box model, which allows to visualise with a small 

number of graphs the relative effect of changes of nutrient inputs from SGD on nutrient 

balances, and the associated effect on primary production in enclosed bays hosting 

aquaculture activities. The model can be implemented with limited computational power, 

either in professional modelling software, coding or even in a spreadsheet. Thus, it can be 

of value to investigate in an accessible manner the effect of potential changes on enclosed 

bay hosting mussel aquaculture and receiving SGD. This accessibility makes improvements 

easier to implement. 

Fresh Submarine groundwater discharge inputs to the bay are estimated using a site-

specific linear relationship between groundwater level and flow rate, previously 

developed in Chapter 3. This first order relationship was derived from observed 

correlation between groundwater level measured close to the main phreatic conduit 

feeding Kinvarra springs and flow rates estimated from multiple methods involving 

modelling, water balances and SGD tracers. This approximation works best for mid 

groundwater level but is likely to overestimate SGD flow rates at high and low 

groundwater levels, where turbulent flow may be present in larger section of the karst 

system and create significant reductions of flows. We can also note that while such linear 

relationship may work for a range of groundwater level conditions in phreatic conduit, 

epikarst conduit may be more strongly non-linear (e.g. as highlighted by Jeannin, 2001). 

An intercalibration paper is currently under preparation looking at different alternative 

relationships between groundwater level and fresh SGD discharge for Kinvarra Bay, and 

may be used in a later date to update the current groundwater-discharge relationship. 

In its current single box version, the model does not assess the spatial variability of the 

bay composition. Dividing the bay in several boxes may be a first approach typically 

applied to consider spatial variability. However, Gregory et al., (2020) observed a variable 

spatial change of salinity in Kinvarra Bay between and within tidal cycles. This fast 

variability does not allow to define stable multiple boxes for the bay. Consequently, we 

use here a single box model to study conceptually the overall seasonal variability of the 

bay, and facilitate the comprehension of the key drivers of variability with a limited 
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number of graphs. A spatially distributed hydraulic model for the system could be also 

applied for a more accurate modelling of the bay. However, to properly characterise the 

variability of surface stratification in the bay, such model would require more extensive 

data collection based on multiple continuous sensors in surface and deep waters in 

several points of the bay. This dataset should also include data during neap and spring 

tidal cycles and during high and low SGD discharge periods. Before such data is available, 

the current single box model gives an acceptable approximation to study conceptually the 

general changes in the system. Indeed, the model reproduce the general seasonal 

changes present in the EPA dataset, as suggested by the fair model efficiency (between 

0.95 for temperature to above 0.5 for DIN and Chl-a, before an in-depth calibration of the 

parameters, and without accounting yet for the effect of variable DIP in the bay).  

The model in its current version allowed to identify graphically several knowledge gaps 

in Kinvarra Bay. First, the conceptual modelling allowed to identify the importance of a 

series of parameters which variability is currently virtually unknown in the system. We 

observed in the EPA dataset peak values of Chl-a for low groundwater level period (section 

6.5.2). On the other hand, the lower trophic model predicted minimum Chl-a levels when 

nutrient inputs from SGD were reduced during summer. This seems in part inconsistent 

with the observed maximum phytoplankton biomass during low groundwater level 

periods (section  6.5.2). As demonstrated by the sensitivity analysis of the model, other 

parameters which were kept stable in the current run of this model, may affect Chl-a 

levels in Kinvarra Bay. These parameters may include: a change of nutrient ratios in 

phytoplankton, changes of grazing loss of phytoplankton, change of the saturation 

constant to SRP of phytoplankton, or a seasonal variability of SRP availability in the bay 

(such as due to saline SGD).  

Successive runs of the models allowed to identify the potential effect of such 

parameters. Changes of nutrient ratios in phytoplankton could lead to an upper range of 

modelled changes of 10 mg Chl-a m-3 (section 6.5.4.4.2). The changes of grazing for the 

range tested could lead to a maximum change of 30 mg Chl-a m-3, and of 20 mg Chl-a m-3 

for the range of P saturation constant tested (section 6.5.4.4.1). Finally, increasing SRP 

availability in the bay from its upper to lower range observed in the EPA data for the bay, 

could lead to a change of 20 mg Chl-a m-3 (section 6.5.4.2). The current poor 
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characterisation of the variability of these parameters thus limits our ability to forecast 

the impact of changes in the system. By comparison, the maximum observed Chl-a 

modelled could rise by 40 mg m-3 when groundwater decreased from 5m to 2m (Figure 

42).  

From the previous results, the observed increase of maximum Chl-a with decreasing 

groundwater level could have several explanations. Fist, a decrease of grazing constant 

with decreasing groundwater level during summer larger than tested here, could explain 

the observed increase of maximum Chl-a with decreasing groundwater level. Overall 

however, warmer temperature are expected to lead to increased grazing rates (Guinder 

and Molinero, 2013), thus such a decrease of grazing rate constant coincident with 

decreasing groundwater level seems unlikely. Alternatively, a combined change of SRP 

saturation constant in phytoplankton and an increase of SRP availability during summer 

could explain the observed Chl-a change when groundwater level is lower, as modelled in 

section 6.5.4.4.2. As pointed out in Chapter 3, saline SGD (or recirculated SGD) may supply 

added P during low groundwater level periods. Other processes leading to fluxes from 

sediment may also play this role, for example through a seasonal release iron bound P 

and degrading organic matter (Van Helmond et al., 2020). Future studies should thus 

investigate in priority the P cycling in SGD sites hosting aquaculture activities, particularly 

where P is the limiting nutrient. 

Another knowledge gap identified is the fact that the effect of grazing on N and C cycles 

in Kinvarra Bay has not been yet determined though measurements in this system. 

However, several studies in mussel aquaculture sites in shallow bays showed that mussels 

tend to dominate the grazing of phytoplankton over zooplankton, and thus zooplankton 

grazing plays a minor role on the phytoplankton biomass (e.g. Cranford et al., 2007; Grant 

et al., 2007). Cranford et al. (2007) applied his model for a similarly shallow temperate 

bay, and the value for grazing loss the authors used is also suggested to model ecosystems 

in Jorgensen et al., (1991). As a starting point to model the system, their value for this 

parameter was kept. To illustrate the effect on model results of this choice, we tested the 

effect of different values of the grazing loss of phytoplankton on the system in Appendix 

4. Moreover, we discussed the effect of changing rates of grazing in our scenario testing, 

section 6.5.4.  
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Finally, the model of Cranford et al. (2007) also does not include at this stage the 

contribution of DON for the local primary production and N cycling in the bay, while Rocha 

et al. (2015) showed that it can amplify the N cycling in the bay during summer. A new 

component for DON cycling may need to be included, but this would require more 

investigations on the variability and cycling of DON in SGD dominated sites to determine 

which model structure may be the most appropriate to do so, or to add equations 

including DON to the current model. Similarly, more data collection on particulate N 

would allow a fine tuning of this model. 

 

6.6.5 Potential effects of climate change on nutrient levels and phytoplankton 
biomass 

Section 6.5.4.1 showed that changes of yearly average temperatures could have a 

significant effect on modelled Chl-a levels in Kinvarra bay. An increase of average Chl-a in 

the bay is expected if other variables (exchange with Galway Bay, nutrient ratio of 

phytoplankton, grazing rate and growth rates of mussels) remain constant.  

This estimation does not include the effect of variable temperature on fluxes from 

sediments (e.g. desorption, diffusion of degradation of organic matter or nutrients) which 

were not yet included in the model, as we lack information on the effect of temperature 

on fluxes from sediment in this bay. As temperature in sediment is more stable than the 

overlaying water column, particularly as a result of SGD inputs this effect is likely to be 

smaller than the ones due to rising air temperatures. Moreover, turbidity in the bay is 

generally close to zero, suggesting that fluxes to and from suspended sediments are 

negligeable for most of the water column. 

Moreover, the effect of other variables may lead to Chl-a changes which may balance 

the effect of temperature increase in the system. Most phytoplankton parameters in the 

Cranford model can be dependent on species assemblage and may vary spatially (Garcia 

et al., 2018; Jakobsen and Markager, 2016; Platt and Jassby, 1976). An increase of C:N 

ratio or the specific growth rate of phytoplankton (α) could increase modelled Chl-a levels 

and the modelled DIN consumption within the bay, while an increase of grazing (λp), max 

C:Chl-a ratio or Kdip could decrease the modelled Chl-a level and modelled DIN 
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consumption within the bay (section 6.5.4.4). Thus, the amplifying effect of an increase of 

water temperature on Chl-a level may be balanced if associated by specific changes of 

phytoplankton types in the bay. For example, an increase of the grazing rate of 

phytoplankton, or the predominance of species with lower specific growth rate (alpha), 

lower C:N ratio, or higher C:Chl-a ratio during summer (MaxC:Chl) could counter the effect 

of increasing temperature. The predominance of new species of phytoplankton less 

sensitive to limiting nutrients such as here phosphorus, represented here by an increase 

of Kdip could also balance the phytoplankton biomass increase due to increasing water 

temperature. Alternatively if increase of temperature are associated with other 

phytoplankton changes also leading to an amplification of phytoplankton biomass, such a 

decrease of Kp, MaxC:Chl-a ratio, λp or an increase of C:N ratio in phytoplankton or of 

their specific growth rate (α) , the result of a rise of temperature may be higher than 

described in section 6.5.4.1.  

The consequences of increase of the bay water temperature on the phytoplankton 

biomass and nutrient concentrations are thus strongly dependant on future changes of 

phytoplankton assemblage. Climate change is expected to lead to a reduction of C:N ratios 

and increase the prevalence of mixotrophs in phytoplankton. As shown by the lower 

trophic model, these changes alone may reduce Chl-a levels and balance thus potentially 

temperature increases.  

 

6.6.6 Economic impact of SGD on coastal ecosystems 

Considering the previously discussed points, estimating the economic effect of SGD on 

coastal systems requires a detailed characterisation of the biogeochemistry of coastal 

systems and their catchment. In most cases, the effect of SGD on aquaculture is not linearly 

dependant as a function of the inputs from groundwater flow. Bivalve growth rates may be 

affected by food availability, competition for space, wave exposure, light, pH, temperature, 

and salinity (Malone and Dodd, 1967; Bayne and Worrall, 1980; Kautsky, 1981; Wai and 

Levinton, 2004;), and most of these parameters are modified in different ways by SGD. 

During the winter season, high fresh SGD discharge may lead to reduced phytoplankton 

biomass, salinity and temperature, as they supply the system with new cold (during 
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summer), fresh waters, initially low in phytoplankton and can accelerate the flushing of 

coastal systems. If phytoplankton biomass, salinity, temperature, or pH are reduced 

below the optimal level for filter feeder growth, the effect of SGD can be damaging for 

mussel growth. On the other hand, during warm periods, SGD discharge may reduce water 

ages and temperatures in the bay, and prevent phytoplankton from reaching levels that 

reduce mussel growth (e.g. above 8.1 μg Chl-a L-1, according to Larsen et al. (2018). 

On the other hand, under low groundwater levels (ex: summer periods), some solutes 

previously stored in sediment and in the karst system are more likely to be released as a result 

of saline intrusion (See Chapter 4 on recirculation). In such warm conditions, SGD can thus 

provide a source of food for filter feeders growth, unless the nutrient availability is already 

sufficiently large to lead to phytoplankton biomass beyond the optimum level for mussel 

growth, in which case increasing SGD discharge may lead to a negative effect on aquaculture.  

The lower trophic model suggests that without DIN inputs from SGD, Kinvarra Bay 

would be mainly dependent on phytoplankton biomass from Galway Bay and peak Chl-a 

values in Kinvarra Bay would be between 50 percent to 15 percent of current levels, with 

the lowest reduction occurring if phosphorus availability in the bay is also at its minimum 

level. Section 6.5.4.2 determined that 67±3% of modelled Chl-a level in the bay could be 

attributed to be a result of the amplification of primary production linked to N inputs from 

SGD. As phytoplankton is often the main source of food for cultured mussels (Rodhouse 

et al., 1984), and also indirectly increases the particulate nutrient availability in the water 

column, SGD thus control the majority of the mussel aquaculture production in Kinvarra 

Bay. At current market price of mussels (646 euros per ton, BIM, 2019), the median 

production in Kinvarra Bay, 150 tonnes represent a value of 96 900 euros per year. Oyster 

production in the bay is also likely to benefit from phytoplankton growth in the system 

induced by SGD. At current market price, 2200-6000 euros per ton (BIM, 2019), the 15 

tonnes of annual oyster production in the system may represent a value of between 33 

000 and 90 000 euros per year. Considering that the input of SGD lead to an increase of 

phytoplankton biomass by 67%, as suggested by our lower trophic model, we can 

estimate the economic value of SGD flow to Kinvarra bay mussel and oyster aquaculture 

only to be between 86 400 and 121 200 Euro per year.   
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6.7 Conclusion of Chapter 6 

 

Our combined use of EPA long term datasets for transitional water and groundwater 

quality, new nutrient data collection, LOICZ mass balances and lower trophic models 

illustrated the seasonal variability of the effect of SGD discharge on phytoplankton and 

nutrient levels in a coastal bay. This variability is a function of (1) the variability of the 

nutrient composition of the SGD fluxes (2) the seasonal variations of light availability and 

temperature in the bay (3) system flushing rates (or residence times), which fluctuate 

between neap and spring tides and change with fresh SGD fluxes (4) the availability of the 

limiting nutrients in the bay (such as phosphorus). Other potential effects not estimated 

in this study include the effect of SGD driven changes of water chemistry on filter feeder’s 

growth. As a result of these combined drivers, the effects of SGD discharge on a coastal 

ecosystem is not likely to increase linearly as a function of SGD discharge. This contrast 

what was previously assumed to develop optimum groundwater management strategies 

in order to preserve the value of SGD for algae harvesting (ex: Pongkijvorasin et al., 2010). 

Mussel production in Kinvarra Bay in strongly dependant on phytoplankton growth within 

the system, fed mainly by nutrients inputs from SGD. In the current mussel and oyster 

production, the presence of SGD in Kinvarra Bay allows the local aquaculture to create an 

estimated economic direct value of between 86 400 and 121 200 euros per year. SGD may 

also have further indirect economic impacts on other activities in the bay and outside of 

the bay (e.g. Galway Bay aquaculture, through the nutrient exported, in particular during 

winter periods). We showed that increases of water temperature linked to climate change 

on this system may be expected to extend the growth period of phytoplankton as a result 

of increased average temperature. The modification of rainfall patterns predicted by 

current climate models under scenario RCP4.5 and RCP8.5 will not necessarily modify the 

annual average of phytoplankton biomass in the bay, but may affect the time of exposure 

of filter feeders to optimum Chl-a levels for their growth and the type of phytoplankton 

species. We identified correlations between the patterns of SGD flow and aquaculture 

productions from the observed variations of mussel production in the bay and the 

comparison with modelled outputs for the same periods. The highest mussel production 

occurred when modelled Chl-a were at optimum levels for mussel growth, as a result of 
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peaks of SGD during early summer followed by a low SGD fluxes during most of the growth 

season. On the other hand, the lowest mussel production occurred following large fresh 

SGD fluxes during winter, but only if the previous growth period did not have optimum 

modelled Chl-a levels. If climate change leads to increased frequency of drought during 

summer, this may thus positively affect aquaculture, if a peak SGD flow is still occurring in 

early spring. This positive impact may be however balanced by the effect of increased 

floods and high SGD discharge during winter.  

Several limitations in this work can be highlighted and should be investigated in future 

studies to assess more assertively the effect of climate change on coastal systems 

receiving SGD inputs and hosting aquaculture activities. Further studies should aim at (a) 

measuring of mussel growth variability in SGD dominated systems to assess the effect of 

changes of physical parameters on mussel growth and reproduction periods, (b) further 

characterising the main sources and sinks of phosphorus in SGD dominated sites, including 

the role of particulate P and its transfer to and from sediments, due to the fact that P can 

control the effect of SGD N load on primary production, (c) including in modelling efforts 

of SGD dominated sites the role of dissolved organic nitrogen for the recycling of nutrient 

in the bay in addition to particulate N considered in the Cranford model (d) estimating the 

variability of nutrient ratios, Chl-a and nutrient/Chl ratio of phytoplankton communities 

along the year in SGD dominated sites to better assess the effect of climate change and 

other anthropogenic changes on nutrient cycling. 
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Appendix 1: Parameters chosen for the application of the adapted version of the model 
of Cranford et al. (2007); Dowd (2005). 

Parameter Unit Value Description 
Reference for the seleced 

value 

α 
mgC (mg.chl)-

1 hr-1 (W)-1 
0.24 

Initial slope of phytoplankton growth 
curve 

Platt and Jassby (1976) 
between 1-5 m 

phytoplankton assemblage 

Min C:Chl gC gChl-1 15 
Carbon:Chlorophyll-a minimum value 
of P 

Values for annual variability 
of estuaries of C:Chl ratio in 

Jakobsen and Markager 
(2016). 

amp C:Ch gC gChl-2 28 Carbon:Chlorophyll-a amplitude of P 

month month -0.2 Month after July when peaks occur 

N:P - 16 Nitrogen:Phosphorus ratio of P Variability of the Redfield 
ratio in phytoplankton Garcia 

et al. (2018). Mean ±2σ C: N - 6.6 Carbon:Nitrogen ratio of P 

Kn mmol N m-3 2.5 Half saturation for DIN for P growth Cranford (2007) 

Kdip  mmol DIP m-3 0.156 Half saturation for DIP for P growth Kdip =Kn/N:P  

Kbg m-1 0.095 Light attenuation by seawater (Pennock, 1985) 

Kc m- .kg-1 50 Light attenuation by sediment (Pennock 1985; Banas et al. 
2009) Kp m2 mol-1 N 18 Light attenuation phytoplankton 

λp mmol N m-3 0.05 Grazing loss of P 

Cranford (2007) 

φd(T) d-1 0.1 Remineralisation rate of D to TIN 

λd d-1 0.05 Sinking rate for D 

φb(T) d-1 0.01 Remineralisation rate of B to TIN 

α - 0.01 Burial fraction 

ε - 0.065 Assimilated fraction for bivalves 

βm - 0.11 Excreted fraction for bivalve 

Nbm nb ind kg-1 84.74 Number of mussels per kg 

Bay_ 
m_stock 

tonnes 345 Tonnes of mussels present in the bay 
Median mussel production 

between 2005 and 2018 ×2.3 
(BIM, 2018a) 

Bay MTL 
vol 

107 m3 1.80  Bay mean tide volume 

From bay characteristics and 
tidal data η m 2.5 Bay depth 

T d tide-1 0.52 Tidal period 

b  - 0.89 Return flow factor 

Chosen value fitting best 
salinity and res. time data, in 

the range given by Rocha 
(2015) 

DIP level mmol P m-3 0.08 Dissolved Inorganic Phosphorus levels 
Lowest integrated value in 

bay 
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Appendix 2: Sensitivity analysis for the parameters of the nutrient model used here, based on 
a modified version of the model of Cranford et al. (2007); Dowd (2005). Positive and negative 
sensitivity values are respectively the observed net increase and decrease of the annual peak of 
the modelled variable, when going from lower to upper range of a given parameter. Values in 
bold are above 10% of the average observed values for the annual variability in model runs. 

Parameter Unit 
Sensitivity 

analysis range 
Range based on 

Max 
sensitiv

ity of 
DIN 

(mmol 
N m-3) 

Max 
sensitivity of 
Chl a (mmol 

N m-3) 

Max sensitivity 
of Mussel N 
assimilation 

(mmol N m-3) 

α 
mgC 

(mg.chl)-1 
hr-1 (W)-1 

0.03 - 0.63 
Platt and Jassby 

(1976) 
-2.36 5.3 0.036 

Min C:Chl gC.gChl-1 11.4 - 18.6 Values for 
estuaries 

Jakobsen and 
Markager (2016). 

-0.04 -0.9 0.000 

amp C:Ch gC.gChl-1 21.4 - 34.6 -0.14 -6.1 0.001 

month month 0.48 - 0.08 -0.01 0.8 0.000 

N:P - 6.2 - 26.2 Garcia et al. 
(2018) Mean ±2σ 

   

C:N - 4.5 - 8.9 0.26 9.4 -0.002 

Kn 
mmol N 

m-3 
1.25 - 3.75 ±50% 1.24 -3.4 -0.024 

Kdip = 

Kn/N:P 
mmol P 

m-3 
0.04

8 
- 0.60 ±50% 6.63 -21.4 -0.111 

Kbg m-1 
0.04

75 
- 0.143 ±50% 0.05 -0.1 -0.001 

Kc m-2 kg-1 25 - 75 ±50% 0.00 0.0 0.000 

Kp 
m2 mol-1 

N 
9 - 27 ±50% 0.04 -0.1 -0.001 

λp 
mmol N 

m-3 
0 - 0.55 ±50% 5.17 -33.3 -0.081 

φd(T) d-1 0 - 0.6 ±50% 1.76 1.6 -0.017 

λd d-1 0 - 0.51 ±50% 0.77 0.5 -0.045 

φb(T) d-1 0 - 0.51 ±50% 2.00 2.5 0.020 

α - 0 - 0.51 ±50% -2.19 -1.4 -0.008 

ε - 0 - 0.565 ±50% -0.55 -0.5 0.863 

βm - 0 - 0.61 ±50% 0.51 0.9 0.008 

ind 
nb ind kg-

1 
42.3

7 
- 127.1 ±50% 1.49 -3.0 0.077 

Bay_ 
m_stock 

tonnes 253 - 600 

 Range of mussel 
production 

between 2005 
and 2018 ×2.3 

1.31 -2.8 0.064 

Bay MTV 107 m3 0.9 - 3 ±50% -4.47 6.8 -0.034 

η m 1.25 - 3.75 ±50% -0.41 -0.7 0.003 

T d tide-1 
0.26

2 
- 0.786 ±50% 18.76 8.9 0.076 

b   0.78 - 0.94 ±2σ Rocha (2015) 24.49 9.8 0.093 

DIP level 
mmol P 

m-3 
0.08 - 0.8 bay range seen -5.79 16.7 0.092 
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Appendix 3: Effect of modifications of the four most sensitive parameters of Cranford 
Model on the modelled dissolved inorganic nitrogen level in the bay. 
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Appendix 4: Effect of modifications of the four most sensitive parameters of Cranford 
Model on the modelled chlorophyll a. 
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Appendix 5: Effect of modifications of the four most sensitive parameters of Cranford 
Model on the modelled mussel nitrogen assimilation in the bay. 

.  
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Appendix 6: Calculation of yp. 
 

The expression of yp in Dowd (2005) and Cranford et al. (2007) is: 

𝑦𝑝(𝑡, 𝑇𝑒𝑚𝑝) =
𝐶ℎ𝑙

𝐶
 

1

𝑛𝑇
∫ ∫ 𝑔{𝐼(𝑧, 𝑡); 𝜃(𝑇𝑒𝑚𝑝)}𝑑𝑧𝑑𝑡

𝑛

0

𝑇

0
              (A6.5) 

Where z is the water depth, t is the time, T is the number of hours of light in one day; η 

is the total depth of the water column; Chl/C is the chlorophyll-a to carbon ratio of the 

phytoplankton; and g is the growth irradiance curve as a function of light intensity I(z,t) 

and θ is the phytoplankton growth parameter, calculated using the expression of Platt et 

al. (1980), here using the modelled bay temperature for each timestep. 

According to Platt et al. (1980), phytoplankton growth (PB) in the absence of light 

saturation (g) is: 

𝑃 
𝐵 = 𝑃𝑚

𝐵 ∗ (1 − 𝑒
− 

∝𝐼

𝑃𝑚
𝐵

)                  (A6.6) 

Where PB
m is the specific production rate at optimal light intensity (mgC (mg Chl a )-1 hr-

1); ∝ is the initial slope of the growth curve (mgC (mg Chl a )-1 hr-1 W-1 m2) taken from Platt 

and Jassby (1976); I is the photosynthetically active radiation (PAR). 

Thus: 

𝑦𝑝(𝑡, 𝑇𝑒𝑚𝑝) =
𝐶ℎ𝑙

𝐶
 

1

𝑛𝑇
∫ ∫ 𝑃𝑚

𝐵 ∗ (1 − 𝑒
−

∝𝐼(𝑧)

𝑃𝑚
𝐵

)𝑑𝑧𝑑𝑡
𝑛

0

𝑇

0
              (A6.7) 

As this model is a simplified box model for a shallow system, light attenuation in the 

water column is small compared to other variables, and we can approximate changes of 

light as a function of depth I(z) to a constant Iint in equation A6.7. Iint will be then the 

integral of I(z) as a function of depth, averaged by the total depth. Similarly to Jackson et 

al. (2017), this approximation leads to:   

𝐼𝑖𝑛𝑡 =
1

𝑍𝑚
∫ 𝐼0𝑒−𝐾𝑑∗𝑍𝑚

𝑍

0
𝑑𝑧 =

𝐼0

𝐾𝑑∗𝑍𝑚
(1 − 𝑒−𝐾𝑑∗𝑍𝑚)               (A6.8) 

Where I0 is the daily (24 h) average PAR at the sea-surface and Zm is the mixed-layer 

depth (Platt et al., 1991; Cloern et al., 1995), here equal to the total water depth m as 

Kinvarra Bay is shallow and solutes inputs are assumed to be vertically mixed at a 

timescale of one day. 
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The value of Kd was calculated as a function of the light attenuation by (1) seawater, (2) 

particulate concentrations and (3) phytoplankton concentration present on a given day 

(self-shading), following Dijkstra, et al. (2019). 

𝐾𝑑 = 𝑘𝑏𝑔 + 𝑘𝑐  𝑐 + 𝑘𝑝 𝑃                (A6.9) 

Where Kd is the attenuation coefficient of light in the water column, kbg the background 

light attenuation parameter for seawater (m-1); kc is the light attenuation of sediment (m2 

kg-1); kc is the light attenuation of phytoplankton (m2 mol-1 N). 

We can then simplify the integral in equation A6.7 using the approximation of a 

constant depth-averaged light field I(z)≈Iint: 

𝑦𝑝(𝑡, 𝑇𝑒𝑚𝑝) =
𝐶ℎ𝑙

𝐶
 𝑇𝑑𝑎𝑦𝑙𝑖𝑔ℎ 𝑃𝑚

𝐵 ∗ (1 − 𝑒
−

∝𝐼𝑖𝑛𝑡

𝑃𝑚
𝐵

)            (A6.10) 

Where Tdaylight is the approximate length of daylight for a given day (hours); ∝ is the 

initial slope of growth, taken from parameters of Platt and Jassby (1976) (parameter listed 

in Appendix 1); PB
m is the maximum specific production rate at optimal light intensity (mgC 

mgChl-1 h-1).  

PB
m was calculated using the temperature-dependent relationship of Eppley (1972), 

converted from doubling/day-1 to mgC mgChl-1 h-1 using equation 5 in Eppley (1972) and 

variable carbon:chlorophyll-a ratio determined from the equations and parameters for 

estuaries taken from Jakobsen and Markager (2016). 

 
Appendix 7: Note on mussel growth. 
  

Cultured mussels generally take 18 months (Rodhouse et al., 1984) to 24 month (Nunes 

et al., 2011) to reach marketable size, around 50-70 cm shell length in Ireland. Along the 

west coast of Ireland, the rope growth method is preferred, where mussels is packed into 

“stockings” that are suspended in the water from longlines (Maguire et al., 2007). In the 

lower trophic model, we considered that mussel seeds were introduced in April, similarly 

as done by Nunes et al. (2011) for another sheltered bay in western Ireland. 
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Appendix 8: 3D integration of values in Kinvarra bay. 
 

As shown previously in section 3.5.2, median and averages can overestimate the effect 

of solute inputs coming from land in bays where water inputs occur in shallow areas. To 

allow a comparison of the relative changes of spatially variable DIN, Temperature, Salinity 

and Chl-a values observed for Kinvarra Bay and spatially lumped outputs given by our 

lower trophic model, a 3D integration of these parameter was carried out (following the 

recommendation from our findings in section 3.5.2).  

First the EPA samples were grouped in four geographical areas, including the inner 

Kinvarra Bay where freshwater inputs from Kinvarra springs occur, the outer Kinvarra Bay 

where exchange with Galway bay occur and two intermediate boxes were mixing 

between. Within each of these areas, surface (depth<1 m), and deep samples were 

distinguished (depth>3m), to better account for mixing between these two layers, an 

intermediate layer was also included (1<depth<3m). The volumes of these 16 boxes at 

mean tide was then calculated in QGIS using a 30m bathymetry raster of the bay, 

considering a mean tide level at +3.377m above lowest astronomical tide (Marine 

Institute, 2020b). An average DIN, salinity, temperature, and Chl-a value for each box was 

then calculated from the EPA samples, and then multiplied by the volume of the box. 

Finally, all values were summed and divided by the total mean tide volume of the bay to 

provide units comparable with the lower trophic model. 
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7 Comparison of Killary harbour and Kinvarra Bay water, salt 

and nutrient mass balance and how it relates to previous 

findings in paper A to D. 

In this section, mass balances of water, salt and nutrients (dissolved inorganic N and P) 

are built and compared for high and low discharge surveys in a bay receiving dominant 

SGD inputs, Kinvarra bay, and a bay receiving dominant river inputs, Killary Harbour. This 

approach aims to examine the effect of (a) the nature (river inputs or groundwater inputs) 

and (b) the quantity of water inputs from land on the balance of dissolved nutrients in 

enclosed bays, using the findings discussed in previous chapters. 

7.1 Method used. 

The water sampling surveys, and the river and SGD discharge estimates carried out in 

Killary Harbour and Kinvarra Bay (as described in the previous chapters) are used to build 

mass balances following the LOICZ approach (Gordon et al., 1996). Kinvarra Bay is shallow 

and does not generally have a stratification stable for a full tidal cycle, so the bay is treated 

as a single box for mass balance purposes at the daily timescale (following the reasons 

previously developed in section 6.4.2). Conversely, Killary Harbour has a depth much 

larger than the range of the tidal variability, and a frequent water stratification. 

Consequently, mass balances in the bay are made by defining two boxes (surface and 

deep), with a stratification limit at 10m depth, corresponding to the lower depth of the 

transition layer between surface and deep waters in previous surveys (Keegan and 

Mercer, 1986). This simplified approach allows a direct comparison between the two 

system, to highlight the differences between sites with and without large SGD discharge. 

To facilitate the comparison, only the mass balances built for surveys carried out during 

the periods of highest and lowest freshwater discharge (river in Killary Harbour, and fresh 

SGD for Kinvarra Bay) are presented here. Observed trends are put in perspective and 

interpreted further using the findings of the previous chapters.  
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7.2 Results: compared water salt and nutrient mass balance. 

7.2.1 Compared water balance. 

In Killary harbour, daily water discharge from land (River waters, Vq, Figure 58) during the 

two high and low discharge surveys are thirty to hundred times smaller than the volume 

of the bay (Vsys). By comparison, the daily volumes exchanged with the open ocean (Vsurf 

and Vd) are larger, but still more than nine times smaller than the volume of the bay. 

Conversely in Kinvarra bay, water inputs from land (SGD) are in the same order than the 

volume exchanged with the open ocean (Figure 59), 0.04-1.6*106m3 d-1 for the first, 

around 0.03 to 1.6 106m3 d-1 for the second, to be compared with the smaller volume of 

the bay of 21 106m3. This, salinity in Kinvarra Bay (Ss, Figure 58) tend to be lower than 

salinity in Killary Harbour (Ss, Figure 59). Kinvarra Bay has a hydraulic flushing time 

calculated with the LOICZ of between 3 and 18 days, with the larger value observed during 

low discharge periods (Tsys, Figure 59), while Killary Harbour has a hydraulic flushing time 

more stable with discharge at around 5 to 6 days (Tsys, Figure 58).  

 

7.2.2 Compared DIP balance. 

The first difference between Kinvarra Bay and Killary Harbour DIP balance is that DIP 

fluxes in Kinvarra Bay are accounted in mol d-1 while DIP fluxes in Killary Harbour in 102 

mol d-1. The fluxes of DIP provided by land derived inputs (river or SGD) and leaving the 

bay are lower in Kinvarra bay than in Killary Harbour, suggesting a lower P availability. P 

levels in Killary Harbour rivers are generally lower than in Kinvarra springs (less than or 

equal to 0.1 µM in Killary Harbour rivers vs. 0.2 to 0.4µM during droughts in Kinvarra 

spring). Despite these lower inputs, the concentrations of DIP in the two bays are similar 

(0.2 µM  Figure 58, Figure 59, DIP budgets). The water exchange with the open ocean is 

transporting more P in Killary Harbour (20-30 102 mol d-1, Figure 58) than in Kinvarra Bay 

(-1.4 to 3 102 mol d-1, Figure 59). 

There is a net DIP gain in deep waters and a loss in surface waters in Killary Harbour for 

both the high and the low discharge surveys (Figure 58). The loss of DIP in surface waters 

and the gain of DIP in deep waters is larger during the high discharge survey than during 
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the low discharge survey (Figure 58). The surface water loss in Killary Harbour increases 

more significantly between the low and high discharge survey than the deep-water net 

DIP. Consequently, the net DIP for the entire Killary Harbour is positive to balanced during 

the low discharge surveys and negative during the high discharge survey. This suggest an 

effect of temperature and light availability for surface waters net nutrient cycles, 

comparable at times to the effect of discharge and variable stratification. 

Similarly, in Kinvarra Bay, during the low discharge surveys the DIP is positive and negative 

during the high discharge survey (Figure 59).  

 

7.2.3 Compared DIN balance. 

Killary Harbour had a net gain of DIN during the low discharge survey, and a net loss during 

the high discharge survey (Figure 58). During the low discharge survey in Killary Harbour, 

deep waters act as a net source of DIN while surface water act as a sink. During the high 

discharge survey both surface and deep waters are a sink of DIN (Figure 58). In Kinvarra 

Bay, there is a net loss of DIN during both the high and low discharge period, which is 

larger during the high discharge survey (Figure 59). 
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Figure 58: Budgets for water, salt, Dissolved Inorganic Nitrogen (DIN), and Soluble Reactive 
Phosphorus (SRP) for Killary Harbour during spring tides periods of low (2 105 m3 d-1, July 2018)  
and high river flow (3.6 106 m3 d-1, February 2018)  . 

 



265 

 

 
Figure 59: Budgets for water, salt, Dissolved Inorganic Nitrogen (DIN), and Soluble Reactive 
Phosphorus (SRP) for Kinvarra Bay during spring tides periods of low (4 104 m3 d-1, July 2018) and 
high groundwater discharge (1.6 106 m3 d-1, April 2018). Vg is the volume of fresh SGD coming to 
the bay, Vp is the rainfall, Ve is the evaporation in the system, Vr is the net exchange of water with 
the nearby Galway Bay, Vx is the exchange of salt occurring by diffusion to balance the salt budget. 

 
 

7.3 Discussion on the water balances differences and on the trend explaining 
the DIN and DIP changes. 

Kinvarra bay and Killary Harbour had similar ranges of hydraulic flushing times with the 

LOICZ approach (3-18 days for Kinvarra, 5-6 days for Killary Harbour). Chapter 3 and 5 

previously showed that the two bays had similar water ages using Ra water ages. Water 

ages ranged between 0 and 7.5 days in Killary Harbour, and between 0 and 7.1 days in 

Kinvarra Bay. Section 7.2.1 showed that freshwater inputs from SGD in Kinvarra Bay are 

large compared to the volume of the bay and the water exchange with the outside of bay, 

while this is not the case in Killary Harbour which have a greater volume compared to the 

water inputs it receives. Consequently, the hydraulic flushing time derived from the LOICZ 

water balance was reduced significantly in Kinvarra Bay with decreasing discharge, but 

not in Killary Harbour, where exchange with the open ocean played a greater role in the 

renewal of the bay. For the selected surveys, the volume of the bay relative to the amount 
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of water it receives from groundwater, river discharge or the open ocean is thus an 

important element to consider, regardless of the nature of the discharge received. 

Another consequence of the volume difference between Kinvarra Bay an Killary Harbour 

was previously shown in the previous sections. Neap/spring tidal cycles, which can modify 

the volume of water exchanged with the open ocean have a strong effect on residence 

time in Kinvarra Bay (section 6) while this variability does not have such a large effect in 

Killary Harbour (section 5). 

In Kinvarra Bay, the DIP gain of 84 mol d-1 observed suggest inputs of DIP to deep waters 

other than provided by fresh SGD and exchange with Galway Bay waters (Figure 59). This 

may occur, for example through fluxes from the bay floor such as coming from 

recirculated SGD, as suggested by the increase of Ra activities in the bay when 

groundwater level is low (chapter 4).  

In Killary Harbour, a net gain of SRP in deep waters regardless of the discharge was 

observed in section 7.2.2 (Figure 58). This trend may be explained in light of the results of 

section 5. During spring tide periods of high discharge, when both surface and deep 

currents are the fastest, this section identified a change of Ra ratio, associated with larger 

SRP. During the highest discharge periods, turbidity also increased in deep waters at more 

than 1 m above bay floor. These changes were attributed to solute inputs from sediments, 

amplified by the cyclic resuspension deposition of bottom sediments by deep currents. 

These fluxes may explain part of the gain of DIP in deep waters in Killary Harbour in section 

7.2.2 (Figure 58). Another influence on this trend is seasonal variability, with lower 

temperature and light availability favouring a lower consumption of DIP in the bay, by 

decreasing primary production, for which phosphorus is a limiting nutrient in this bay. The 

larger loss of DIP in surface water when discharge is low may be also attributed to 

seasonal variability of light availability and temperature, driving the variability of 

phosphorus cycles in surface waters by decreasing or increasing the magnitude of primary 

production relative to respiration/organic matter decomposition. 

 

In the two bays, some of the dissolved P coming from the bay floor may originate from 

the degradation of particulate and organic P in sediment, later released from the 

porewater as dissolved P. As shown previously, the mechanism leading to periods of larger 
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P release is however different: in Killary Harbour release of porewater from bottom 

sediments during resuspension events could amplify the P fluxes, while in Kinvarra Bay, 

saline SGD during spring tides periods occurring during droughts could play a similar role. 

Particulate phosphorus inputs as suspended particulate matter and feces or pseudofeces 

from the aquaculture activities in the bays and other particulate waste may provide some 

of the original sources of particulate P if quickly deposited to sediment before degradation 

in the water column. 

 

In Kinvarra Bay, the net losses of DIN (Figure 59) could be linked to the consumption of N 

by biological activity in the bay, including phytoplankton growth and the subsequent use 

of the N stored in phytoplankton by mussels and oysters in the bay and other organisms 

relying on phytoplankton as a source of food. N and P losses in surface waters in Killary 

Harbour surface waters (Figure 58) and Kinvarra Bay waters (Figure 59) are likely to be 

due to primary production and the transfer of dissolved nutrient to dissolved organic and 

particulate phase by other biological activity in the bay. 

The net N gain in deep water during the low discharge survey in Killary Harbour (Figure 

58) could be explained through the degradation of organic N to DIN in sediment, when 

catchment N inputs are lower and the temperature is warmer, favouring the faster 

degradation of DON and particulate N. 
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7.4 Transferable findings in other systems. 

While the results of the LOICZ approach seems consistent with the other evidence 

provided in other chapters using radium isotopes and other tools, it is a simplified 

approach which require to determine inventories of nutrient and salts in the studied 

coastal systems. As shown previously in section 3, when the method used to calculate 

inventories is not accounting for the true distribution of depths (such as median or 

averages), inventories of a solute in a system can overestimate the effect of water inputs 

occurring in shallow areas. This should be kept in mind when interpreting such results. 

Where possible 3D integrations methods such as described in section 6.4.2 and Appendix 

8 should be preferred to avoid this bias. An alternative could be also to test in a site-by-

site basis if the effect of the method chosen to calculate inventories is significant.  

Another challenge is the definition of stable boxes in system where the stratifications 

layers are not stable. This limitation has been previously discussed in section 6.6.4 for the 

case of the lower trophic model, which has a similar limitation than the LOICZ, but allows 

however to better consider the temporal variability.  

The last problematic aspect of the LOICZ is when this approach is applied using averages 

across several survey at the same season, where conditions are assumed to be “the 

same”. In coastal systems, and particularly in systems receiving groundwater discharge, 

the variability is most frequently occurring at greater frequency than seasonal, as both 

tide, groundwater storage (for example) at the moment of the survey strongly influence 

the results (as shown for example using both observed data and modelling results in 

section 6). A list of other drivers of variability for SGD discharge is shown in section 2.4.2.2. 

As a consequence it seems preferable to apply the LOICZ only in dataset from a series of 

“snapshot” surveys as done in the current chapter, and then if sufficient data is available 

and it is not feasible to develop a full spatially distributed model for the system, use a 

single or multiple box model such as illustrated in section 6 to better account for the 

temporal variability due to the natural variability (tide, groundwater storage, 

temperature) between these snapshot surveys. 
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The effect of a given flux of water from land is much different in Kinvarra Bay, a shallow 

bay and in Killary Harbour, a deep bay. In Killary Harbour, the large depth favours a more 

frequent stratification (see paper C), and exchanges with the open ocean are generally 

larger than the inputs from rivers. Conversely, in Kinvarra bay, depths are in the similar 

order of scale than the tidal range, and exchanges with the open ocean are in similar scales 

than what is provided by fresh SGD. Depth is thus a critical factor to consider when 

estimating the effect of a given flux of water (river or SGD). Larger depths allows a greater 

dilution with open ocean waters of the solutes provided by the land-derived inputs at the 

scale of the systems. However, stratifications can also concentrate the effect of solutes in 

surface or deep waters as highlighted in Killary Harbour. This occurs as (1) the faster 

flushing of surface waters limits the effect of transfers from deep to surface waters on the 

concentrations of elements in surface waters and (2) the density difference between 

surface and deep waters limits the transfer of water and particles from bottom to surface 

waters, thus the effect of deep water composition on surface waters. Studies aiming at 

estimating the impact of SGD fluxes should thus concentrate first on shallow areas or 

sheltered areas with restricted exchanges with the open ocean, which are the most likely 

to be impacted first by solute inputs from SGD.  

Both river and fresh SGD inputs provide significant N inputs that support primary 

production of aquatic ecosystems and aquaculture activities which depends on it. Net N 

loss significantly increased with rising fresh SGD/river inputs in both Kinvarra Bay and 

Killary Harbour. The results from modelling confirm that larger SGD fluxes tends to amplify 

primary production. However, once again this effect of discharge is likely to be visible only 

when comparing similar seasons and (for shallow sites) similar tidal stage, as illustrated 

by the modelling results of the lower trophic model in chapter 6. A large change of SGD 

inputs during winter may have a negligeable effect on primary production, compared to 

a small change of SGD inputs occurring during summer. 

As Irish springs generally have low particulate P, and as dissolved P tends to be retained 

in the aquifer, fresh SGD is likely to provide less phosphorus than what a similar discharge 

of river water would provide. When estuarine circulation occurs in deep systems, it may 

provide nutrient from the outside of the system. The associated deep currents may also 

favour the release of solute from sediments: in Killary Harbour and Kinvarra Bay, exchange 
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with the outside of the bay (which are greater in Killary Harbour as a result of its greater 

depth) could provide larger fluxes of DIP than rivers and SGD discharge, but those were 

not necessarily consumed within the bay. These two combined effects may explain the 

much lower DIP concentrations and DIP fluxes in the LOICZ of Kinvarra Bay (DIP units in 

mol d-1 in Figure 59) compared with Killary Harbour (units in 102 mol d-1 in Figure 58), 

which is deeper. However, in some case, recirculated SGD can provide added dissolved P 

following periods of extended drought, when larger saline intrusion occurs, amplifying 

reactions in the aquifer leading to Ra release and P release (Paper B). 

The observed solute concentrations in Killary Harbour also showed that even when 

groundwater-surface interactions are not important, sediment and the bay floor could 

still be significant sources of dissolved nutrients and solute. The LOICZ nutrient balance of 

Killary Harbour highlighted an apparent net gain of dissolved P in deep waters (Figure 58). 

As shown in Chapter 5, resuspension of sediment during periods of strong current (here 

during mid tides) can provide limiting nutrient such as phosphorus in this bay. Such 

periods can be detected through modifications of the 224Ra/223Ra activity ratios in deep 

waters, which become closer to Ra ratio in sediments than to Ra ratio in surface waters 

(generally an increase of Ra ratio but the reverse might also occur locally). When the 

nutrients provided to the water columns are not rapidly consumed in the bay, these 

events can be detected through an increase of nutrient levels in deep waters, as we did 

during winter in Killary Harbour in paper C. In this sense, increase of radium isotopes 

activities in bay water allows to identify periods when the increase of a reactive solute 

concentration is linked to sediment sources, either from resuspension, or SGD for 

example, and differentiate it from a seasonal or spatial change of reactions of the solute 

of interest in the water body. 
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8 General conclusion. 

 

The study of Kinvarra bay illustrated that fresh SGD from karst aquifers can significantly 

amplify primary production in coastal areas and gave a first estimate of its effect on the 

local aquaculture. Saline SGD can also play an important role for this coastal ecosystem 

connected to a limestone karst aquifer, by providing limiting nutrients following specific 

periods of the year when saline intrusion is maximal. In Kinvarra Bay, these periods were 

deemed to be the most likely following spring tides occurring during droughts. Moreover, 

the findings in Killary Harbour illustrated that even in sites where SGD is not significant, 

solute fluxes from the bay floor can still play an important role for solute mass balances, 

as fine sediments are more prone to events amplifying fluxes, such as current-induced 

sediment resuspension. Such solute fluxes from bottom sediment or from SGD can be 

detected using Ra isotopes as they are frequently releasing these elements, leading to a 

change of activities and/or ratios. 

The literature review and modelling effort illustrated that the effect of SGD on the 

nutrient balance of coastal systems is a non-linear function of multiple natural drivers. 

The flow of nutrients from SGD is dependent on sources and sinks of nutrients in 

catchments and aquifers, including in the subterranean estuary, but also vary with SGD 

flow rates. Flow rates vary broadly within a season and between years for the same period 

as they are the results of multiple natural drivers (in Kinvarra Bay, groundwater storage, 

and tide level). While the effect of tides is particularly high in shallow bays, the effect of 

groundwater storage on discharge is particularly high for coastlines containing karsts and 

is also likely in other aquifers that have (a) an inland seasonal change of groundwater level 

of similar or larger magnitude than tidal variability, and (b) a groundwater head close to 

the high tide mark during droughts. As a result, studies planning to estimate the role of 

SGD discharge for the annual changes in a system should consider how each survey relate 

to the key drivers of SGD variability, such as sea level variability and groundwater storage 

variability.  

The two bays studied in this work had a distinct role for coastal nutrient balances during 

spring tides. The bay with major SGD inputs studied here, Kinvarra Bay, was generally a 
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sink of DIN for the spring tide surveys carried out, more significantly so during periods of 

high fresh SGD discharge, and either a sink (when high fresh SGD discharge occurred) or 

a source of SRP (during spring tides with low groundwater storage). Saline SGD could 

provide part of the SRP sources during these periods. Conversely, the bay with major river 

inputs studied here, Killary Harbour was either a net source or a sink of DIN and SRP 

depending on the relative magnitude of nutrient sources in deep waters and nutrient 

losses in surface waters. Greater SRP inputs occurred in deep waters during high discharge 

periods in Killary Harbour, and could be in part due to fluxes from deep sediment, 

amplified by resuspension/deposition of sediment. 

In Kinvarra Bay, maximum flow rates for fresh SGD generally occur during low tide, high 

groundwater level periods (Chapter 3). Minimum fresh SGD occurs during dry periods and 

high tides (Chapter 3). Maximum saline SGD occurs most frequently during springs tides 

periods coinciding with low groundwater level, which favour saline intrusion in the aquifer 

(Chapter 4). This increased fraction of saline SGD could lead to periods of phosphorus 

enrichments in coastal waters by releasing P previously sorbed in the aquifer, thus 

reducing the N:P ratio of total SGD discharge and providing critical limiting nutrient for 

primary production in coastal areas (Chapter 4 and 6). Periods of increased saline 

intrusion in coastal aquifers (e.g. dry periods during spring tides) may be thus followed by 

enhanced primary production in coastal areas, potentially during the next groundwater 

recharge period, when the saline/fresh interface in the subterranean estuary moves 

seawards (Chapter 2 and 4), contributing to a net SRP source in the bay (section 7). 

However, the effect of SGD on coastal systems is not only dependent on SGD 

composition but also on the time SGD waters stay within coastal ecosystems. Specific 

zones in coastal bays store the solute inputs from sediments and SGD preferentially. 

Stratification (e.g. in Killary Harbour in Chapter 5) favours the retention of solutes coming 

from submarine fluxes in deep or surface waters, while areas where natural barriers or 

enclosed bays restrict the tidal exchange (e.g. Kinvarra Bay in Chapter 3) also concentrate 

SGD fluxes coming to them for several tidal cycles. Such areas concentrating SGD fluxes 

will be the first modified by changes of SGD discharge and should be accounted for and 

surveyed in priority to determine the variable effect of SGD on the ecosystems that they 

contain.  
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Another finding was that the progressive mixing of SGD waters with ocean water along 

estuaries can potentially bias estimates of SGD flow to coastal areas based on 

conservative or non-conservative tracers (Chapter 3). Mass balances approaches to assess 

SGD typically use system averaged values to compute inventories of 222radon or 223Ra, 

224Ra. These tracers may have decayed (and for radon, degassed) in an exponential 

manner when getting farther from a point that is source of the tracer, such as a coastal 

spring. In such conditions, averages are likely to underestimate the inventory of the SGD 

tracer, unless the spatial variability of flushing is corrected for. Chapter 3 demonstrates 

so by comparing the SGD estimates from non-conservative tracers with SGD estimates 

using conservative tracers and modelling. The results suggest that this issue may be 

addressed by correcting for decay and degassing of the tracer in a location-specific 

manner using water ages values, estimated from modelling or 224Ra/223Ra. The correction 

using radium ratios leads to ranges of SGD rates more compatible with other methods. 

Models or experiments using drifters may also help getting estimates of water ages for 

doing such corrections (See section 2.4.3.2 for references on the available methods). Even 

after this correction was carried out, the discharge estimates derived from radon during 

one of the high groundwater levels was lower than the estimated fresh discharge during 

this survey. Groundwater-surface interactions, such as those occurring in turlough may 

also lead to greater losses of radon from groundwater to the atmosphere, thus lower 

radon levels in SGD discharge. If springs are fed by water coming from distinct pathways, 

this could lead to radon activities lower than equilibrium activities in SGD discharge points 

connected to conduits with fast flow linked with turlough, and radon activities at or close 

to equilibrium in others. When this occur and if these springs are not included in the spring 

end member radon activity due to lack of accessibility or non-identification of the springs, 

this could lead to underestimation of SGD discharge. A similar difference could derive 

from a greater discharge of groundwater through springs above sea level during high 

discharge surveys, leading to additional inputs of radon depleted groundwater to the bay.  

SGD estimates based on conservative tracers on the other hand (e.g. salinity for fresh 

SGD or 226Ra), can vary significantly depending on the method chosen to integrate the 

values across the system, which create a significant bias derived not from the dataset, but 

from the choice of the method to integrate the inventory. Comparing different methods 
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is a way to assess the effect of this bias on the final SGD estimate. Where sufficient data 

is available, the 3D shape of the bay or coastal system should be accounted for to compute 

more accurate inventories through a 3D integration of interpolated values (e.g. IDW 

method or kriging) or dividing the bay in several boxes with limits based on the knowledge 

of the system variability of stratification and mixing. When these steps cannot be applied 

due to lack of data or resources, the uncertainty due to the integration step should be 

kept in mind and where possible, assessed or discussed to allow more robust estimates 

of SGD. 

In chapter 6, the observations on the variability of nutrient fluxes from SGD and flushing 

are used to build a model of the effect of SGD on Kinvarra Bay, a coastal bay receiving 

large SGD fluxes. The analysis of the variability of mussel production, nutrient levels and 

chlorophyll-a level in Kinvarra Bay and the application of a lower trophic model for the 

system suggest that SGD amplifies the chlorophyll-a concentrations in the bay and directly 

benefits the local mussel aquaculture during the growing season. Phosphorus availability 

in the bay is also critical to allow phytoplankton to absorb a greater fraction of the 

nitrogen provided by SGD and benefit mussel growth in the bay, as the groundwater 

flowing to Kinvarra Bay provides only small quantities of it compared to nitrogen. Outside 

of the main growing season, the effect of SGD on modelled chlorophyll-a and mussels N 

assimilation was small, and most provided nutrients were either stored in sediment or 

exported to the outside of the bay. At a modelled phosphorus level in the lower end of 

the annual variability in the bay (0.08 mmol m-3), the effect of SGD on phytoplankton was 

much lower than at higher phosphorus level, corresponding to the upper end of the 

annual variability in the bay (0.8 mmol m-3). Neap/spring tides cycles led to changes in 

modelled residence time, chlorophyll-a levels and DIN with 25 days periods. The effect of 

SGD on shallow systems similar to Kinvarra Bay, where the tidal prism volume is large 

compared to the total bay volume, is thus likely to be variable, with larger effects during 

neap tides.  

Finally, the model results are used to test the effect of current fluctuation of fresh SGD 

discharge (estimated through a groundwater discharge relationship using the previous 

SGD discharge data) and future temperature rise on the bay primary production and 

mussel production. Increase of average sea water temperature could amplify the 



275 

 

modelled phytoplankton biomass in the bay during spring and autumn but had less effect 

on phytoplankton biomass during mid-summer. This agrees with previous studies which 

predicted an extension of the growth period of phytoplankton as a result of climate 

change in Ireland. During the 2006 and 2018 period modelled Chl-a at levels were 

optimum for mussel growths when a peak of SGD occurred at the beginning of the growth 

season, followed by low fresh SGD during summer. During these periods, mussel 

production in the bay was maximal. Conversely, when SGD rates were larger during the 

growth period of phytoplankton, leading to modelled Chl-a outside of the optimum level 

for mussel growth, and the next winter had peak fresh SGD rates and flood in the 

catchment, the next mussel harvest was in the lower end of the interannual variability. 

This suggest that the timing of SGD rates have a significant impact on phytoplankton 

blooms and thus may affect mussel growth and mortality rates. As climate change in this 

part of Ireland is likely to increase the frequency of dry periods during summer and large 

rainfall events during winter, creating a modification of the patterns of SGD rates during 

the year, the impact of these changes deserves further research to determine whether 

positive (through increased primary production during summer) or negative changes 

(metabolic stress during peak SGD fluxes) may be expected.  

It is likely however, that the changes of phytoplankton communities in the bay, and the 

phosphorus cycling in the system not fully accounted for in this model also play an 

important role and should be assessed in further studies. Our scenario testing section 

estimate the potential effect of phytoplankton changes on the model output (section 

6.5.4.4), and changes of phosphorus availability (Section 6.5.4.2) and may serve as a base 

of thought to develop further research to assess the effect of potential effect of 

phytoplankton changes and phosphorus cycling on the primary production of the system. 

In either case, taking early preventive measure aimed at reducing potential negative 

impacts on coastal ecosystems with extensive groundwater/surface interactions are likely 

to be beneficial. These are discussed in the next section. 
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9 Water management in the catchment of bays receiving large 

fresh SGD discharge. 

Considering the impact of SGD on aquaculture, management strategies in a coastal 

system should account for the effect of groundwater/surface interactions. For example, 

in coastal ecosystems hosting aquaculture activities, the development of management 

strategies should account for the additional fluxes of nutrient provided by SGD. This would 

be important for instance to adapt aquaculture to the amount of nutrient available for 

primary production in the coastal ecosystem, so as to avoid detrimental effects on the 

ecosystem.  

Another example may involve maintaining the exposure of filter feeders to optimum 

levels of SGD fed blooms for their growth requirements, while limiting the contact with 

“pure “ SGD water, where the physicochemical characteristics could be potentially 

stressful for filter feeder growth (e.g. quick salinity fluctuations, in some cases reduced 

DO).  This last strategy may be applied, for example, by choosing locations for aquaculture 

that are close enough to an SGD site in order to have optimum phytoplankton biomass 

during summer low SGD discharge periods. At the same time, they should be sufficiently 

far from fresh SGD sources to be exposed to minimum fresh water related stress during 

winter high SGD discharge periods. As SGD rates and composition vary seasonally, the 

optimum location for aquaculture in an SGD site may vary as a function of groundwater 

level and nutrient levels in the discharged waters, for example. This strategy is currently 

applied by aquaculture farmers in Kinvarra Bay, who chose the location of the raft such as 

to be close to a spring, but in a section of the bay with sufficient depth to have less salinity 

fluctuations. While this solution may be best in terms of aquaculture production, adopting 

such measures may not be always practical and resource optimal in environment with 

water chemistry and volume which are quickly changing, particularly if the variations are 

large enough to require the movement of the aquaculture rafts or lines.  

 

An alternative and potentially complementary solution is to consider the presence of 

an ecosystem influenced by SGD downstream during the development of catchment and 

groundwater management policy such as to ensure the SGD flow have (or keep having) 
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desirable effect on the ecosystem and on the local aquaculture. In sites with dominant 

SGD inputs, if phytoplankton biomass above optimum levels are observed during low 

groundwater periods, limiting saline intrusion in the aquifer during drought through 

appropriate water management should help to limit the added P load from recirculated 

SGD due to saline intrusion in the aquifer. This could contribute to optimise the value of 

SGD discharge for aquaculture. For example in Kinvarra bay, groundwater pumping for 

water supply could be reduced when spring tide periods coincide with low groundwater 

levels (e.g. level in close to the main conduit feeding Kinvarra spring close to the high tide 

marks during drought period). This measure is already in place to limit salt contaminations 

in Kinvarra water supply during spring tides occurring during droughts (Irish Water, 

personal communication), and its benefit for aquaculture in the bay may merit further 

investigation. These previous observations suggest that such a measure might also limit 

the release into the system by seawater recirculation of solutes stored previously in 

sediment and the aquifer.  

During high groundwater level periods, on the other hand, the higher fresh SGD fluxes 

coupled with stratification might create stressful conditions for marine organism 

(including thus aquaculture activities) that are the closest to the SGD spring, particularly 

during neap tides periods when the flushing of the system is lower. In such a context, 

reducing or limiting the discharge of fresh water to the system during neap tide periods is 

likely to reduce the stress of filter feeders and other fixed organisms during high discharge 

periods (where such stress is present). In reality, however, land-use practices in a 

catchment often vary with time. Land artificialisation and modification of the drainage 

network can lead to modifications of the timing of the peak flow rate of freshwater, which 

could affect positively or negatively filter feeder’s mortality rates, when combined with 

other drivers already at play (food availability, predations, environmental stress etc..). In 

Kinvarra Bay, a project is in place to favour the discharge to the bay as surface flow to 

divert part of the groundwater flow accumulating in the catchment turloughs and creating 

flood risk in the surrounding lands (e.g. in Morrissey et al., 2020). This measure, while 

likely contributing to solve the flood risk problem in the area, raise concerns of 

aquaculture stakeholders that it might affect salinity and other water chemistry 

parameters in the bay, reducing the growth of filter feeders in Kinvarra Bay. A study 
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showed that the effect of this added flow on salinity was not likely to be significant if the 

bay was fully mixed (Morrissey et al., 2020). However, another recent study showed that, 

under low flow conditions, the bay was not likely to be fully mixed during neap tide and 

was stratified, being more vertically mixed during spring tides (Gregory et al., 2020). This 

observation of significant neap tide stratification in Kinvarra Bay suggests that this added 

water will have the largest effect on Kinvarra Bay solute level and salinity during neap tide 

periods. Our modelling results accounting for changes of the tidal prism due to 

neap/spring tide cycles confirm this previous finding.  

Following this observation, if the discharge considered allows it, a different flow rate 

could be allowed to flow to the bay during neap and spring tide, as a precaution measure, 

for example through the use of a weir of adaptable level. If, as a precautionary measure, 

the flow is reduced during neap tides, periods when the bay is most likely to become and 

remain stratified (Gregory et al., 2020), this should limit the potential effect on 

aquaculture activities of the discharge from the turloughs waters diverted as surface flow 

to the bay. This stored flow might be then released at a higher rate during spring tides, 

when the bay is more likely to be flushed more efficiently, to reduce to the maximum the 

effect of the added flow to the local aquaculture. The benefit of such measure on the bay 

biogeochemistry could be checked by several surveys of the salinity, nutrient and 

phytoplankton structure during neap and spring tides when groundwater level measured 

at Killiny borehole is above 7 m before and after implementation. 

 

In the longer term, and in particular in a context of climate change, an alternative path to 

reduce the effect of flood from turlough while limiting the peak discharge to the bay (thus 

winter stress for filter feeders in the bay) may be to act further on the natural water 

storage in the catchment. This may be done by favouring passive management flood risk 

strategies in the upper catchment (a review is given in Dadson et al., 2017). Natural Flood 

Management (NFM) describes the restoration of natural hydrological functions in systems 

to reduce downstream flood risk. Peat bog, transitional woodland shrubs and forests 

cover most of the upper Kinvarra catchment (Figure 34). Restoration and preservation 

measure of peat bogs can reduce peak discharge and increase lag times significantly 
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(Shuttleworth et al., 2019). Afforestation and limiting soil impermeabilization is another 

potential measure (Dittrich et al., 2019). Favouring such measure, or making sure that 

they keep being applied, might, in turn, affect the aquaculture positively by reducing the 

winter nutrient load and the stress to filter feeder due to salinity and other parameter 

fluctuations related to peak winter fresh SGD.  
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10 Further developments to assess and manage the effect of 

SGD in coastal Irish sites. 

Considering the significant impact of SGD nutrient loads and of the timing of SGD rates 

for nutrient concentration, Chl-a levels and mussel production in coastal bays, assessing 

the impact of SGD for more sites in Ireland would benefit the preservation of coastal 

ecosystems and aquaculture activities. However, this work identifies three mains 

obstacles to assess the impact of SGD at country scale, using the example of Ireland.  

First, the effect of variable tide and water inputs from land on the variability of flushing 

and stratification of transitional waters and estuaries has been assessed for only a few 

systems in Ireland. This lack of knowledge is an obstacle for an accurate estimation of the 

environmental effects of water inputs from rivers or SGD on aquaculture. The effect of a 

given water input on the nutrient ratios and primary production of coastal ecosystems 

depends on its residence time and stratification (Chapter 2, Chapter 54, Chapter 6). 

The second knowledge gap is the lack of measurements of SGD tracers at sufficient 

spatial and temporal resolution representative of the short-term variability of SGD in 

Ireland. Existing equipment to measure tracers of SGD are appropriate for surveys of 

length of a week or less but less so for annual continuous surveys, as they have a large 

volume and are humidity sensitive. The further development of affordable, compact 

sensors (e.g. for radon) and use of existing methods to detect SGD in more sites would 

allow measuring the annual variability of SGD without having to assume stable SGD fluxes 

between repeated surveys or to relate them to groundwater level recorded along 

preferential pathways for groundwater flow as done in this work. SGD fluxes are the 

results of multiple drivers at annual, daily and hourly scales. The measurement timescale 

allowed by the current technologies and previous studies are appropriate to assess during 

field surveys the effect of groundwater level variability and tidal variability on SGD flow, 

but other influences may be less predictable and difficult to capture with sampling 

restricted in time or space (Chapter 2, Table 1 ). 

Finally, this work confirmed that the effect of SGD on primary production on coastal 

ecosystems is not a linear function of the amount of SGD discharged to coastal areas. This 

finding contradicts the assumption taken by Pongkijvorasin et al. (2010) of algae growth 
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being a linear function of salinity to develop an optimum strategy to manage groundwater 

abstraction value while preserving the value of algae growth. Given the observed non-

linearity, a detailed assessment of the biogeochemical changes occurring when 

groundwater level (or SGD discharge) varies is likely to be more helpful for the 

preservation of marine ecosystem affected by SGD than a model assuming that effect of 

SGD is linearly related to discharge rates.  

A first step to develop this understanding at country scale could be to monitor on more 

sites changes of nutrient concentrations in intertidal springs and inland boreholes around 

Irish aquaculture sites on similar days than bay water samples and under different 

groundwater level conditions. If included in environmental monitoring, this data 

collection, coupled with appropriate mass balances (e.g. as in Chapter 7) or models (from 

box model as used in Chapter 6 to spatially distributed model including time variable 

nutrient balances for example) should help the development of an understanding of the 

range of the different dynamics of subterranean estuaries across Ireland. These are 

among the conditions to help to achieve the protection of Irish coastal ecosystems under 

a changing climate while allowing the growth of the aquaculture sector. Further 

coordination between the EPA sampling campaigns and the Marine Institute may help to 

provide the data necessary to achieve this goal.  

Another aspect is the effect of climate change and SGD variability on phytoplankton 

communities, their nutrient ratio and growth rates. Depending on the changes occurring in 

phytoplankton communities, the cycling of nutrient is likely to be modified, and may change the 

effect of other drivers (e.g. changes of phosphorus availability, temperature, rainfall patterns) 

on primary production and on the organisms depending on it, thus affecting aquaculture 

growth. Developing the understanding of these effects would provide information to improve 

forecast models of the changes to be expected (or already occurring) in aquatic ecosystem, 

including those influenced by groundwater/surface interactions. If we consider the lower 

trophic model used in this work (Chapter 6), improvements could include more accurate 

estimates of the variability of SGD discharge, coupled with an inventory of the seasonal 

variability of nutrient ratio and Chl-a nutrient ratio in phytoplankton and of the seasonal 

variability of particulate organic matter and phosphorus cycling. 
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12 General Appendix- Datasets 

Note: The standard deviations shown are calculated from triplicate samples taken in 
separate vials and filtrated independently, so as to account for each sample for the 
potential bias due to low level contaminations of the sample during filtration. This 
precaution allowed to build confidence in the values that were the closer from method 
detection limits. 
 

Appendix 9: Temperature, Salinity, Turbidity, oxidation/reduction potential (ORP), pH, 
Dissolved oxygen (% saturation) and Electrical conductivity in Kinvarra Bay. 

Fieldtrip Station Date Time X Y 
Distance 
to spring 

(km) 

Tempera
ture 

Salinity Turbidity ORP pH 
DO 
% 

EC mS 
cm-1 

Summer 
2018 (07) 

T1 
13/07/201

8 
07:00 -8.943077 53.166102 - 17.8 27.0 0.0 82.1 8.1 76.5 45.4 

Summer 
2018 (07) 

T2 
13/07/201

8 
09:15 -8.943077 53.166102 - 18.8 32.4 0.0 98.2 8.7 

129.
3 

52.7 

Summer 
2018 (07) 

T3 
13/07/201

8 
11:30 -8.943077 53.166102 - 18.7 27.9 0.0 92.3 8.5 

112.
2 

47.3 

Summer 
2018 (07) 

T4 
13/07/201

8 
13:30 -8.943077 53.166102 - 19.1 23.2 0.0 

100.
7 

9.3 
102.

3 
41.8 

Summer 
2018 (07) 

T5 
13/07/201

8 
15:00 -8.943077 53.166102 - 18.8 37.1 0.0 

108.
8 

8.7 
104.

6 
59.4 

Summer 
2018 (07) 

T6 
13/07/201

8 
16:30 -8.943077 53.166102 - 22.0 35.7 0.0 

109.
9 

8.8 
131.

6 
61.1 

Summer 
2018 (07) 

T7 
13/07/201

8 
19:00 -8.943077 53.166102 - 20.0 37.7 0.0 

108.
4 

8.7 
101.

7 
61.4 

Summer 
2018 (07) 

T8 
13/07/201

8 
21:00 -8.943077 53.166102 - 19.2 38.1 3.6 

101.
9 

8.5 93.6 61.0 

Summer 
2018 (07) 

T9 
13/07/201

8 
23:00 -8.943077 53.166102 - 18.3 31.8 0.0 

139.
3 

7.3 85.3 51.5 

Summer 
2018 (07) 

T10 
14/07/201

8 
01:00 -8.943077 53.166102 - 17.3 20.7 0.0 92.5 7.7 98.0 37.6 

Summer 
2018 (07) 

T11 
14/07/201

8 
03:00 -8.943077 53.166102 - 17.3 21.7 0.0 

100.
4 

7.9 96.1 38.8 

Summer 
2018 (07) 

T12 
14/07/201

8 
05:00 -8.943077 53.166102 - 16.5 26.8 0.0 95.8 8.0 88.7 44.2 

Summer 
2018 (07) 

T13 
14/07/201

8 
07:00 -8.943077 53.166102 - 17.0 30.7 0.0 92.9 8.0 95.9 49.1 

Summer 
2018 (07) 

BH-AM 
12/07/201

8 
10:15 -8.918775 53.126792 -1.7 15.3 7.6 0.0 

140.
4 

7.1 21.8 1.4 

Summer 
2018 (07) 

BH-PM 
12/07/201

8 
17:30 -8.918775 53.126792 -1.7 15.9 1.3 0.0 

138.
0 

7.3 20.8 3.5 

Summer 
2018 (07) 

EM 
13/07/201

8 
17:51 -8.960208 53.176245 4.89 18.3 30.5 0.0 

104.
5 

8.6 
102.

6 
59.8 

Summer 
2018 (07) 

SP 
12/07/201

8 
11:45 -8.92645 53.141673 0 17.9 1.6 0.0 

132.
5 

7.3 57.4 11.1 

Summer 
2018 (07) 

ST1 
13/07/201

8 
17:30 -8.961683 53.162283 3.46 19.9 29.8 0.0 

107.
3 

8.6 
104.

4 
61.4 

Summer 
2018 (07) 

ST2 
13/07/201

8 
18:28 -8.938937 53.145213 1.06 20.2 29.8 0.0 99.9 8.7 64.0 60.9 

Summer 
2018 (07) 

ST3 
13/07/201

8 
18:51 -8.948233 53.155417 2.36 19.1 29.1 0.0 

102.
0 

8.7 
104.

1 
59.9 

Summer 
2018 (07) 

ST4 
13/07/201

8 
17:37 -8.9488 53.164738 3.46 18.8 30.3 0.0 

105.
7 

8.7 
103.

7 
58.8 

Summer 
2018 (07) 

ST5 
13/07/201

8 
17:37 -8.954132 53.166427 3.46 18.8 29.6 0.0 

108.
8 

8.7 
104.

6 
59.4 

Autumn 
2018 (10) 

T1 
22/10/201

8 
10:00 -8.943077 53.166102 - 12.0 30.4 0.0 62.4 7.5 70.5 44.5 

Autumn 
2018 (10) 

T2 
22/10/201

8 
13:00 -8.943077 53.166102 - 12.5 28.4 6.0 79.5 8.0 

109.
9 

42.8 

Autumn 
2018 (10) 

T3 
22/10/201

8 
16:00 -8.943077 53.166102 - 13.2 28.4 0.0 43.5 8.3 

104.
8 

43.4 
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Autumn 
2018 (10) 

T4 
22/10/201

8 
19:00 -8.943077 53.166102 - 12.9 29.3 0.0 75.3 8.1 92.2 44.1 

Autumn 
2018 (10) 

T5 
22/10/201

8 
22:00 -8.943077 53.166102 - 13.5 28.1 47.4 68.5 8.1 82.3 43.3 

Autumn 
2018 (10) 

T6 
23/10/201

8 
01:00 -8.943077 53.166102 - 12.5 26.3 10.1 71.5 8.2 83.1 - 

Autumn 
2018 (10) 

T7 
23/10/201

8 
04:00 -8.943077 53.166102 - 12.0 26.9 4.3 81.2 8.4 91.2 40.9 

Autumn 
2018 (10) 

T8 
23/10/201

8 
07:00 -8.943077 53.166102 - 12.2 28.2 4.3 77.5 8.3 89.6 - 

Autumn 
2018 (10) 

T9 
23/10/201

8 
10:00 -8.943077 53.166102 - 12.3 27.9 9.3 75.0 8.4 90.1 42.2 

Autumn 
2018 (10) 

BH 
20/10/201

8 
10:50 -8.918767 53.126792 -1.7 12.1 0.3 0.0 

158.
5 

7.2 42.1 0.5 

Autumn 
2018 (10) 

SP 
20/10/201

8 
08:55 -8.92645 53.141673 0 12.5 0.5 0.0 

162.
8 

6.8 54.2 0.8 

Autumn 
2018 (10) 

ST1 
21/10/201

8 
16:30 -8.942543 53.16705 4 14.3 29.4 0.0 

103.
0 

7.5 98.8 68.8 

Autumn 
2018 (10) 

ST2 
21/10/201

8 
17:00 -8.930507 53.14469 0.5 14.8 10.2 1.0 

107.
2 

7.9 97.4 23.7 

Autumn 
2018 (10) 

ST3 
21/10/201

8 
17:30 -8.952848 53.153857 2 14.0 26.4 0.0 98.5 8.1 

102.
0 

66.8 

Autumn 
2018 (10) 

ST4 
21/10/201

8 
18:30 -8.968368 53.172163 4.6 13.0 30.3 4.2 88.1 8.5 

106.
4 

43.7 

Winter 
2019 (01) 

T1 
25/01/201

9 
17:00 -8.968507 53.171727 - 9.0 28.3 0.0 

104.
2 

8.3 91.4 38.9 

Winter 
2019 (01) 

T2 
25/01/201

9 
20:00 -8.968507 53.171727 - 10.7 29.2 0.0 20.5 8.7 87.9 40.7 

Winter 
2019 (01) 

T3 
25/01/201

9 
23:00 -8.968507 53.171727 - 9.6 29.2 0.0 35.5 8.3 87.7 42.3 

Winter 
2019 (01) 

T4 
26/01/201

9 
02:00 -8.968507 53.171727 - 9.6 28.4 0.0 14.5 8.6 88.9 39.6 

Winter 
2019 (01) 

T5 
26/01/201

9 
05:00 -8.968507 53.171727 - 9.7 26.6 0.0 46.5 8.8 90.2 39.9 

Winter 
2019 (01) 

T6 
26/01/201

9 
08:00 -8.968507 53.171727 - 9.6 29.2 0.0 19.3 8.6 90.5 42.2 

Winter 
2019 (01) 

T7 
26/01/201

9 
11:00 -8.968507 53.171727 - 9.9 27.4 0.0 11.2 8.7 96.2 41.2 

Winter 
2019 (01) 

T8 
26/01/201

9 
14:00 -8.968507 53.171727 - 9.9 27.5 0.0 45.4 8.4 99.0 41.3 

Winter 
2019 (01) 

T9 
26/01/201

9 
17:00 -8.968507 53.171727 - 9.3 28.0 0.0 27.9 8.5 91.0 41.6 

Winter 
2019 (01) 

BH 
28/01/201

9 
16:15 -8.918767 53.126792 -1.7 10.8 0.3 0.0 0.0 0.0 0.0 0.6 

Winter 
2019 (01) 

EM 
28/01/201

9 
12:42 -8.963631 53.180916 5.49 11.1 26.4 0.0 0.0 0.0 0.0 41.3 

Winter 
2019 (01) 

SP 
26/01/201

9 
17:10 -8.92645 53.141673 0 10.2 0.6 0.0 95.4 7.2 67.7 1.3 

Winter 
2019 (01) 

ST1 
28/01/201

9 
11:28 -8.934121 53.143164 0.56 10.6 8.3 0.0 0.0 0.0 0.0 14.2 

Winter 
2019 (01) 

ST2 
28/01/201

9 
11:40 -8.938077 53.14554 0.96 10.7 6.2 0.0 0.0 0.0 0.0 10.9 

Winter 
2019 (01) 

ST3 
28/01/201

9 
11:55 -8.941101 53.151073 1.63 11.0 7.9 0.0 0.0 0.0 0.0 13.5 

Winter 
2019 (01) 

ST4 
28/01/201

9 
12:08 -8.947829 53.158552 2.59 10.6 17.6 0.0 0.0 0.0 0.0 28.6 

Winter 
2019 (01) 

ST5 
28/01/201

9 
12:19 -8.954884 53.165489 3.53 10.8 25.6 0.0 0.0 0.0 0.0 40.2 

Winter 
2019 (01) 

ST6 
28/01/201

9 
12:32 -8.962771 53.171481 4.39 10.6 26.1 0.0 0.0 0.0 0.0 40.9 

Spring 
2019 (04) 

T1 
07/04/201

9 
12:50 -8.968507 53.171727 - 11.5 18.4 14.6 

113.
0 

8.1 
120.

3 
22.6 

Spring 
2019 (04) 

T2 
07/04/201

9 
16:00 -8.968507 53.171727 - 12.6 29.7 6.7 

122.
9 

8.3 
121.

0 
26.3 

Spring 
2019 (04) 

T3 
07/04/201

9 
19:00 -8.968507 53.171727 - 13.0 30.0 16.2 

142.
8 

8.3 
107.

9 
26.4 

Spring 
2019 (04) 

T4 
07/04/201

9 
22:00 -8.968507 53.171727 - 10.7 30.9 39.2 

354.
5 

5.0 
100.

2 
27.4 
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Spring 
2019 (04) 

T5 
08/04/201

9 
01:00 -8.968507 53.171727 - 10.9 28.6 0.0 

383.
0 

7.7 94.7 35.4 

Spring 
2019 (04) 

T6 
08/04/201

9 
04:00 -8.968507 53.171727 - 9.3 28.5 62.7 

149.
0 

7.9 
101.

4 
35.9 

Spring 
2019 (04) 

T7 
08/04/201

9 
07:00 -8.968507 53.171727 - 9.1 29.7 4.3 

162.
0 

7.6 86.0 35.7 

Spring 
2019 (04) 

T8 
08/04/201

9 
10:00 -8.968507 53.171727 - 10.3 29.0 1.3 

164.
4 

8.1 
122.

3 
35.3 

Spring 
2019 (04) 

T9 
08/04/201

9 
13:00 -8.968507 53.171727 - 11.8 27.1 4.6 

116.
9 

8.3 
134.

0 
34.5 

Spring 
2019 (04) 

BH 
08/04/201

9 
15:00 -8.918767 53.126792 -1.7 11.1 0.2 0.0 

259.
7 

5.6 52.5 0.6 

Spring 
2019 (04) 

EM 
06/04/201

9 
16:58 -8.962164 53.181533 5.72 11.5 31.9 0.0 

161.
2 

8.5 
183.

3 
29.5 

Spring 
2019 (04) 

SP 
07/04/201

9 
14:00 -8.92645 53.141673 0 11.9 0.4 0.2 

130.
7 

7.5 72.5 0.8 

Spring 
2019 (04) 

SPUP 
08/04/201

9 
13:30 -8.92645 53.141673 0 11.7 0.0 0.0 

111.
1 

7.6 77.0 1.2 

Spring 
2019 (04) 

ST1 
06/04/201

9 
15:10 -8.935724 53.142924 0.64 11.8 12.8 1.5 

130.
4 

7.7 
173.

8 
21.5 

Spring 
2019 (04) 

ST2 
06/04/201

9 
15:32 -8.938942 53.146 1.14 11.6 14.3 0.0 

155.
0 

8.0 
174.

8 
21.2 

Spring 
2019 (04) 

ST3 
06/04/201

9 
15:45 -8.941683 53.151315 1.79 11.3 23.2 0.0 

151.
0 

8.3 
186.

6 
25.2 

Spring 
2019 (04) 

ST4 
06/04/201

9 
16:02 -8.949191 53.159132 2.81 11.3 30.9 0.0 

153.
1 

8.5 
189.

4 
28.3 

Spring 
2019 (04) 

ST5 
06/04/201

9 
16:25 -8.957427 53.165856 3.67 10.8 32.4 0.0 

176.
6 

8.5 
188.

4 
29.5 

Spring 
2019 (04) 

ST6 
06/04/201

9 
16:43 -8.963944 53.17228 4.63 11.6 33.5 0.0 

216.
9 

8.5 
182.

6 
29.5 

 

 
Appendix 10: Water temperature, Salinity, Turbidity, oxidation/reduction potential 
(ORP), pH, Dissolved oxygen and Electronic conductivity in Killary Harbour and in River 
Bunowen (R1), River Erriff (R2), River Bundoragha (R3) 
Fieldtrip Station Date Time X Y Distance to 

Erriff river 
Tempera

ture 
Salinity Turbidity ORP pH DO % EC 

mS 
cm-1 

Summer 
2017 
(08) 

1D 24/08/201
7 

09:5
0 

-9.856568 53.622383 14.83 15.6 39.1 0.0 98.3 8.5 98.3 69.1 

Summer 
2017 
(08) 

1S 24/08/201
7 

09:3
5 

-9.856568 53.622383 14.83 15.9 25.0 0.0 87.9 8.5 98.6 53.7 

Summer 
2017 
(08) 

2D 24/08/201
7 

10:2
0 

-9.820283 53.613233 13.69 16.5 32.1 0.0 93.6 8.6 98.8 72.4 

Summer 
2017 
(08) 

2S 24/08/201
7 

10:1
2 

-9.820283 53.613233 13.69 16.1 28.9 0.0 80.0 8.6 95.1 58.4 

Summer 
2017 
(08) 

3D 24/08/201
7 

11:0
5 

-9.794417 53.604533 12.5 15.9 32.6 0.0 99.9 8.6 97.7 72.4 

Summer 
2017 
(08) 

3S 24/08/201
7 

10:4
2 

-9.794417 53.604533 12.5 16.2 23.8 0.0 86.0 8.6 98.0 52.5 

Summer 
2017 
(08) 

4D 24/08/201
7 

11:5
0 

-9.782892 53.5997 9.9 15.8 30.1 0.0 106.4 8.5 95.8 69.5 

Summer 
2017 
(08) 

4S 24/08/201
7 

11:3
9 

-9.782892 53.5997 9.9 16.0 20.5 0.0 102.6 8.7 97.2 48.6 

Summer 
2017 
(08) 

5D 24/08/201
7 

12:4
0 

-9.757333 53.600783 6.53 15.0 31.1 0.0 99.4 8.9 97.3 37.9 
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Summer 
2017 
(08) 

5S 24/08/201
7 

12:3
0 

-9.757333 53.600783 6.53 15.8 21.3 0.0 92.5 8.5 87.8 67.6 

Summer 
2017 
(08) 

6S 24/08/201
7 

13:1
2 

-9.72395 53.601033 3.66 15.6 11.0 0.0 99.9 8.8 99.6 14.9 

Summer 
2017 
(08) 

EM 24/08/201
7 

09:0
2 

-9.721692 53.600626 15.89 15.9 32.5 0.0 88.8 8.3 98.3 62.3 

Summer 
2017 
(08) 

R1 26/08/201
7 

00:0
0 

-9.778207 53.583583 8.58 16.1 0.3 0.0 118.0 7.7 99.2 0.5 

Summer 
2017 
(08) 

R2 26/08/201
7 

00:0
0 

-9.670602 53.615819 0 17.4 0.2 0.0 119.7 8.0 103.4 0.3 

Summer 
2017 
(08) 

R3 26/08/201
7 

00:0
0 

-9.753155 53.606967 6.38 17.4 0.0 0.0 104.0 6.7 104.0 0.1 

Winter 
2018 
(02) 

T1 18/02/201
8 

13:0
0 

-9.730128 53.6002 - 9.1 26.2 13.1 115.0 0.0 99.1 28.1 

Winter 
2018 
(02) 

T2 18/02/201
8 

16:0
0 

-9.730128 53.6002 - 8.8 26.6 2.6 146.5 7.4 99.0 28.3 

Winter 
2018 
(02) 

T3 18/02/201
8 

19:0
0 

-9.730128 53.6002 - 9.1 26.0 1.4 107.2 7.4 96.9 27.9 

Winter 
2018 
(02) 

T4 18/02/201
8 

22:0
0 

-9.730128 53.6002 - 9.0 23.7 3.6 174.0 7.6 95.0 25.6 

Winter 
2018 
(02) 

T5 19/02/201
8 

01:0
0 

-9.730128 53.6002 - 9.1 14.5 3.1 98.6 7.8 97.9 16.4 

Winter 
2018 
(02) 

T6 19/02/201
8 

04:0
0 

-9.730128 53.6002 - 9.1 15.2 2.5 101.2 7.9 98.7 17.1 

Winter 
2018 
(02) 

T7 19/02/201
8 

07:0
0 

-9.730128 53.6002 - 10.9 16.8 3.2 109.5 7.9 100.0 19.6 

Winter 
2018 
(02) 

T8 19/02/201
8 

10:0
0 

-9.730128 53.6002 - 9.6 17.8 2.5 111.5 7.9 97.1 20.0 

Winter 
2018 
(02) 

T9 19/02/201
8 

13:0
0 

-9.730128 53.6002 - 9.9 14.7 0.2 105.6 7.8 103.1 16.9 

Winter 
2018 
(02) 

5D 17/02/201
8 

09:3
0 

-9.721692 53.600626 3.93 - - - - - - - 

Winter 
2018 
(02) 

K16-1D 16/02/201
8 

12:2
0 

-9.877823 53.630149 15.01 7.8 32.1 5.4 111.3 7.9 102.0 32.6 

Winter 
2018 
(02) 

K16-1S 16/02/201
8 

12:1
4 

-9.877823 53.630149 15.01 6.5 31.5 2.5 133.2 8.2 98.0 31.0 

Winter 
2018 
(02) 

K16-2D 16/02/201
8 

13:3
5 

-9.857046 53.620501 13.14 7.9 32.9 7.7 112.2 7.8 100.1 33.4 

Winter 
2018 
(02) 

K16-2S 16/02/201
8 

13:2
7 

-9.857046 53.620501 13.14 6.1 30.0 2.5 103.1 8.3 98.1 29.3 

Winter 
2018 
(02) 

K16-3D 16/02/201
8 

13:3
5 

-9.812439 53.610216 10.26 7.5 33.2 8.8 108.7 7.9 100.1 33.4 

Winter 
2018 
(02) 

K16-3S 16/02/201
8 

14:3
0 

-9.812439 53.610216 10.26 5.9 21.9 3.2 113.1 8.2 98.2 22.0 

Winter 
2018 
(02) 

K16-
4D-5S 

16/02/201
8 

15:4
0 

-9.758291 53.60135 6.16 5.6 33.5 1.0 108.4 8.3 99.0 14.4 
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Winter 
2018 
(02) 

K16-4S 16/02/201
8 

15:3
2 

-9.758291 53.60135 6.16 6.8 14.0 0.5 119.0 8.4 97.1 31.4 

Winter 
2018 
(02) 

K16EM 16/02/201
8 

11:3
2 

-9.721692 53.600626 16.49 7.1 31.7 2.7 114.8 8.1 98.8 33.2 

Winter 
2018 
(02) 

K17-1D 17/02/201
8 

07:3
0 

-9.877823 53.630149 13.14 8.2 31.5 10.1 86.4 7.2 100.7 32.4 

Winter 
2018 
(02) 

K17-1S 17/02/201
8 

07:3
0 

-9.877823 53.630149 13.14 6.2 28.5 3.8 95.7 8.0 97.0 28.1 

Winter 
2018 
(02) 

K17-2D 17/02/201
8 

07:4
5 

-9.857046 53.620501 11.25 7.3 31.6 9.3 101.0 8.1 100.3 31.7 

Winter 
2018 
(02) 

K17-2S 17/02/201
8 

07:4
5 

-9.857046 53.620501 11.25 6.4 27.8 3.8 109.4 8.1 96.5 27.6 

Winter 
2018 
(02) 

K17-3D 17/02/201
8 

08:0
0 

-9.812439 53.610216 8.22 7.4 31.8 8.0 102.5 8.0 100.1 32.0 

Winter 
2018 
(02) 

K17-3S 17/02/201
8 

08:0
0 

-9.812439 53.610216 8.22 5.5 17.2 4.1 102.3 8.1 98.3 17.3 

Winter 
2018 
(02) 

K17-4D 17/02/201
8 

08:4
5 

-9.758291 53.60135 6.16 7.5 31.9 5.7 97.6 8.0 96.6 32.2 

Winter 
2018 
(02) 

K17-4S 17/02/201
8 

08:4
5 

-9.758291 53.60135 6.16 5.4 18.4 4.3 97.7 8.0 98.9 18.4 

Winter 
2018 
(02) 

K17-5S 17/02/201
8 

09:3
0 

-9.721692 53.600626 3.93 5.6 10.4 4.8 91.1 8.2 99.7 10.9 

Winter 
2018 
(02) 

R1 18/02/201
8 

00:0
0 

-9.778207 53.583583 8.58 9.2 0.2 6.7 73.4 8.4 100.7 0.3 

Winter 
2018 
(02) 

R2 18/02/201
8 

00:0
0 

-9.670602 53.615819 0 8.2 0.1 4.2 79.9 8.0 100.1 0.1 

Winter 
2018 
(02) 

R3 18/02/201
8 

00:0
0 

-9.753155 53.606967 6.38 8.6 0.0 1.3 97.8 7.9 99.8 0.1 

Summer 
2018 
(07) 

T1 16/07/201
8 

13:0
0 

-9.85983 53.620311 - 17.2 39.3 0.0 66.0 8.6 131.8 49.0 

Summer 
2018 
(07) 

T2 16/07/201
8 

15:0
0 

-9.85983 53.620311 - 13.4 40.2 2.6 22.8 8.8 144.0 50.0 

Summer 
2018 
(07) 

T3 16/07/201
8 

17:0
0 

-9.85983 53.620311 - 15.8 30.6 24.9 85.2 8.2 109.8 38.3 

Summer 
2018 
(07) 

T4 16/07/201
8 

19:0
0 

-9.85983 53.620311 - 15.7 34.7 0.0 74.0 8.2 104.4 42.4 

Summer 
2018 
(07) 

T5 16/07/201
8 

21:0
0 

-9.85983 53.620311 - 15.5 34.3 0.0 70.8 8.1 101.4 41.8 

Summer 
2018 
(07) 

T6 16/07/201
8 

23:0
0 

-9.85983 53.620311 - 15.4 31.9 0.0 59.1 8.2 101.9 39.1 

Summer 
2018 
(07) 

T7 17/07/201
8 

01:0
0 

-9.85983 53.620311 - 15.4 35.0 0.0 45.9 8.1 87.4 42.4 

Summer 
2018 
(07) 

T8 17/07/201
8 

03:0
0 

-9.85983 53.620311 - 15.4 31.4 26.2 58.5 7.7 78.5 38.6 

Summer 
2018 
(07) 

T9 17/07/201
8 

05:0
0 

-9.85983 53.620311 - 15.1 31.8 0.0 49.4 8.1 99.0 38.7 
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Summer 
2018 
(07) 

1D 16/07/201
8 

08:2
3 

-9.856568 53.622383 13.82 13.8 32.1 3.6 1029.0 8.1 93.9 37.9 

Summer 
2018 
(07) 

1S 16/07/201
8 

08:3
7 

-9.856568 53.622383 13.82 15.1 31.1 0.0 106.9 8.0 102.0 38.0 

Summer 
2018 
(07) 

2D 16/07/201
8 

08:5
7 

-9.820283 53.613233 11.14 14.8 34.5 0.0 110.0 8.1 94.7 41.4 

Summer 
2018 
(07) 

2S 16/07/201
8 

09:1
8 

-9.820283 53.613233 11.14 16.2 36.7 0.0 110.9 8.3 101.4 45.2 

Summer 
2018 
(07) 

3D 16/07/201
8 

09:3
9 

-9.794417 53.604533 9.26 15.0 36.1 0.0 87.0 8.2 94.4 43.3 

Summer 
2018 
(07) 

3S 16/07/201
8 

10:0
0 

-9.794417 53.604533 9.26 15.2 33.1 0.0 97.7 8.3 102.1 40.3 

Summer 
2018 
(07) 

4D 16/07/201
8 

10:1
6 

-9.782892 53.5997 8.13 14.8 30.9 0.0 108.7 8.2 95.8 37.5 

Summer 
2018 
(07) 

4S 16/07/201
8 

10:3
2 

-9.782892 53.5997 8.13 15.1 30.2 0.0 110.7 8.1 100.4 36.9 

Summer 
2018 
(07) 

5D 16/07/201
8 

10:5
8 

-9.757333 53.600783 6.36 15.0 33.1 0.0 113.6 8.2 96.8 40.1 

Summer 
2018 
(07) 

5S 16/07/201
8 

11:2
5 

-9.757333 53.600783 6.36 15.6 29.1 0.0 117.2 8.1 99.7 36.1 

Summer 
2018 
(07) 

6S 16/07/201
8 

11:5
2 

-9.72395 53.601033 4.15 16.4 32.7 0.0 119.4 8.2 98.7 40.9 

Summer 
2018 
(07) 

EM 16/07/201
8 

08:1
0 

-9.721692 53.600626 15.36 14.9 32.6 0.0 90.2 8.3 104.0 39.5 

Summer 
2018 
(07) 

R1 16/07/201
8 

15:4
5 

-9.778207 53.583583 8.58 16.9 0.3 0.0 73.3 8.9 100.5 0.5 

Summer 
2018 
(07) 

R2 15/07/201
8 

15:4
5 

-9.670602 53.615819 0 19.9 0.4 0.0 130.9 7.4 99.6 0.7 

Summer 
2018 
(07) 

R3 15/07/201
8 

14:3
0 

-9.753155 53.606967 6.38 19.1 0.2 0.0 112.4 7.6 100.5 0.3 

Autumn 
2018 
(10) 

1D 25/10/201
8 

08:3
0 

-9.825283 53.614507 11.2 12.9 33.6 0.0 17.7 8.5 91.1 38.5 

Autumn 
2018 
(10) 

1S 25/10/201
8 

08:1
5 

-9.825283 53.614507 11.2 12.6 30.7 0.0 38.7 8.1 91.7 35.3 

Autumn 
2018 
(10) 

2D 25/10/201
8 

09:3
0 

-9.789332 53.601092 7.87 12.9 32.2 0.0 16.4 8.4 86.3 37.2 

Autumn 
2018 
(10) 

2S 25/10/201
8 

09:1
5 

-9.789332 53.601092 7.87 12.0 28.6 0.0 49.2 8.2 92.3 32.6 

Autumn 
2018 
(10) 

3D 25/10/201
8 

10:0
0 

-9.759552 53.600582 5.89 12.9 31.7 0.0 25.7 8.4 83.8 36.6 

Autumn 
2018 
(10) 

3S 25/10/201
8 

09:4
5 

-9.759552 53.600582 5.89 12.1 25.4 0.0 39.0 8.5 91.7 29.4 

Autumn 
2018 
(10) 

4S 25/10/201
8 

10:2
0 

-9.722391 53.600944 3.61 12.0 26.2 0.0 38.2 8.2 92.2 30.2 

Autumn 
2018 
(10) 

EM 25/10/201
8 

08:0
0 

-9.881891 53.63162 15.24 13.4 30.1 0.0 72.5 7.7 91.9  
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Autumn 
2018 
(10) 

R1 - 
Bunow

en 

24/10/201
8 

00:0
0 

-9.778207 53.583583 8.58 12.8 0.3 0.0 83.1 7.9 95.5 0.5 

Autumn 
2018 
(10) 

R2 - 
Erriff 

24/10/201
8 

14:4
5 

-9.670602 53.615819 0 12.1 0.1 0.0 91.8 7.7 96.3 0.2 

Autumn 
2018 
(10) 

R3 - 
Bundor

agha 

24/10/201
8 

13:3
0 

-9.753155 53.606967 6.38 12.3 0.1 0.0 67.7 8.0 95.5 0.2 

Winter 
2019 
(01) 

T1 24/01/201
9 

05:0
0 

-9.73165 53.598464 - 12.5 15.3 0.0 107.8 6.9 95.0 33.8 

Winter 
2019 
(01) 

T2 24/01/201
9 

08:0
0 

-9.73165 53.598464 - 9.0 16.6 0.0 57.3 7.6 71.4 38.1 

Winter 
2019 
(01) 

T3 24/01/201
9 

11:0
0 

-9.73165 53.598464 - 9.5 16.0 0.0 48.8 7.8 92.4 36.9 

Winter 
2019 
(01) 

T4 24/01/201
9 

14:0
0 

-9.73165 53.598464 - 9.4 11.3 19.6 43.6 7.6 93.4 27.6 

Winter 
2019 
(01) 

T5 24/01/201
9 

17:0
0 

-9.73165 53.598464 - 9.1 13.9 0.0 27.5 7.5 90.6 34.2 

Winter 
2019 
(01) 

T6 24/01/201
9 

20:0
0 

-9.73165 53.598464 - 10.0 14.3 0.0 45.3 7.6 87.7 33.0 

Winter 
2019 
(01) 

T7 24/01/201
9 

23:0
0 

-9.73165 53.598464 - 9.7 15.3 1.9 43.1 7.6 87.9 34.4 

Winter 
2019 
(01) 

T8 25/01/201
9 

02:0
0 

-9.73165 53.598464 - 9.6 10.0 1.7 33.8 8.5 88.2 24.3 

Winter 
2019 
(01) 

T9 25/01/201
9 

05:0
0 

-9.73165 53.598464 - 9.5 15.3 0.0 83.5 8.0 88.6 33.6 

Winter 
2019 
(01) 

1D 23/01/201
9 

08:5
5 

-9.817082 53.612233 10.62 8.2 34.7 0.0 137.2 8.3 90.6 58.2 

Winter 
2019 
(01) 

1S 23/01/201
9 

08:2
5 

-9.817082 53.612233 10.62 7.8 26.6 0.0 0.0 8.3 90.5 52.4 

Winter 
2019 
(01) 

2D 23/01/201
9 

09:2
5 

-9.778845 53.599833 7.7 8.9 33.8 0.0 91.9 7.9 91.5 56.7 

Winter 
2019 
(01) 

2S 23/01/201
9 

09:1
5 

-9.778845 53.599833 7.7 7.0 17.1 0.0 86.2 8.0 90.5 46.6 

Winter 
2019 
(01) 

3D 23/01/201
9 

09:5
5 

-9.758313 53.600483 6.28 9.0 34.0 0.0 99.0 8.3 86.8 53.2 

Winter 
2019 
(01) 

3S 23/01/201
9 

09:4
5 

-9.758313 53.600483 6.28 6.9 12.1 0.0 96.6 8.5 91.5 36.9 

Winter 
2019 
(01) 

4D 23/01/201
9 

10:3
7 

-9.742187 53.600933 5.41 9.1 33.8 0.0 76.1 8.2 89.7 58.0 

Winter 
2019 
(01) 

4S 23/01/201
9 

10:2
7 

-9.742187 53.600933 5.41 6.9 10.8 0.0 59.2 8.7 91.4 33.5 

Winter 
2019 
(01) 

5S 23/01/201
9 

10:5
5 

-9.73033 53.60095 4.37 6.9 9.4 0.0 59.5 8.8 90.5 29.2 

Winter 
2019 
(01) 

6S 23/01/201
9 

11:3
0 

-9.715354 53.601058 3.49 6.4 9.8 0.0 74.9 8.4 91.7 30.5 

Winter 
2019 
(01) 

EM 23/01/201
9 

07:4
6 

-9.881891 53.63162 15.34 9.0 28.7 0.0 61.7 7.7 90.7 57.2 
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Winter 
2019 
(01) 

R1 24/01/201
9 

15:3
0 

-9.778207 53.583583 8.58 10.0 0.2 0.0 83.1 7.6 92.7 0.3 

Winter 
2019 
(01) 

R2 24/01/201
9 

14:3
0 

-9.670602 53.615819 0 9.1 0.1 0.0 76.2 8.1 96.1 0.4 

Winter 
2019 
(01) 

R3 23/01/201
9 

15:0
0 

-9.753155 53.606967 6.38 7.9 0.1 0.0 109.9 8.6 94.5 0.5 

Spring 
2019 
(04) 

T1 02/04/201
9 

21:0
0 

-9.73165 53.598464 - 9.5 33.3 0.0 65.4 7.6 97.7 35.3 

Spring 
2019 
(04) 

T2 02/04/201
9 

00:0
0 

-9.73165 53.598464 - 8.0 29.1 0.0 70.2 7.8 98.3 33.2 

Spring 
2019 
(04) 

T3 03/04/201
9 

03:0
0 

-9.73165 53.598464 - 7.0 20.7 0.0 119.4 8.1 99.5 30.6 

Spring 
2019 
(04) 

T4 03/04/201
9 

06:0
0 

-9.73165 53.598464 - 8.0 30.7 0.0 91.1 7.9 98.9 33.8 

Spring 
2019 
(04) 

T5 03/04/201
9 

09:0
0 

-9.73165 53.598464 - 8.2 30.5 0.0 106.0 8.1 100.5 33.7 

Spring 
2019 
(04) 

T6 03/04/201
9 

12:0
0 

-9.73165 53.598464 - 8.3 25.2 0.0 107.1 7.8 100.9 31.8 

Spring 
2019 
(04) 

T7 03/04/201
9 

15:0
0 

-9.73165 53.598464 - 9.0 26.7 0.0 137.6 7.2 105.2 31.7 

Spring 
2019 
(04) 

T8 03/04/201
9 

18:0
0 

-9.73165 53.598464 - 9.5 28.0 0.0 153.2 7.7 105.1 33.0 

Spring 
2019 
(04) 

T9 03/04/201
9 

21:0
0 

-9.73165 53.598464 - 8.1 30.1 0.0 148.9 7.6 101.1 33.5 

Spring 
2019 
(04) 

1D 04/04/201
9 

07:4
7 

-9.817082 53.612233 11.34 8.3 34.9 0.0 162.0 8.3 101.6 29.6 

Spring 
2019 
(04) 

1S 04/04/201
9 

07:4
6 

-9.817082 53.612233 11.34 7.2 31.7 0.0 142.9 8.1 101.9 28.4 

Spring 
2019 
(04) 

2D 04/04/201
9 

08:4
5 

-9.778845 53.599833 9.38 8.3 35.0 0.0 160.0 8.3 101.9 29.5 

Spring 
2019 
(04) 

2S 04/04/201
9 

08:4
0 

-9.778845 53.599833 9.38 8.0 31.3 0.0 217.0 8.3 102.0 27.0 

Spring 
2019 
(04) 

3D 04/04/201
9 

09:2
0 

-9.758313 53.600483 7.08 8.7 33.9 0.0 171.0 8.5 102.0 29.4 

Spring 
2019 
(04) 

3S 04/04/201
9 

09:1
5 

-9.758313 53.600483 7.08 8.5 27.6 0.0 208.0 8.5 101.6 27.2 

Spring 
2019 
(04) 

4D 04/04/201
9 

10:0
5 

-9.742187 53.600933 5.58 12.9 34.0 0.0 165.7 8.3 100.0 29.3 

Spring 
2019 
(04) 

4S 04/04/201
9 

10:0
0 

-9.742187 53.600933 5.58 7.9 26.4 0.0 170.0 8.1 102.0 26.8 

Spring 
2019 
(04) 

5S 04/04/201
9 

10:1
5 

-9.73033 53.60095 4.34 8.2 26.8 0.0 151.2 8.4 102.0 26.7 

Spring 
2019 
(04) 

6S 04/04/201
9 

10:2
8 

-9.715354 53.601058 3.58 8.2 23.3 0.0 154.4 8.5 101.0 25.1 

Spring 
2019 
(04) 

7S 03/04/201
9 

14:4
5 

-9.681944 53.609871 1.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
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Spring 
2019 
(04) 

EM 04/04/201
9 

06:5
8 

-9.881891 53.63162 16.02 7.4 34.9 0.0 142.6 7.5 103.3 29.8 

Spring 
2019 
(04) 

R1 03/04/201
9 

10:0
0 

-9.778207 53.583583 8.58 6.0 0.1 0.0 93.0 8.2 100.0 0.4 

Spring 
2019 
(04) 

R2 03/04/201
9 

12:0
0 

-9.670602 53.615819 0 7.8 0.1 0.0 77.0 8.5 99.9 0.5 

Spring 
2019 
(04) 

R3 04/04/201
9 

13:3
0 

-9.753155 53.606967 6.38 8.1 0.1 0.0 150.6 7.0 101.7 0.3 

 
Appendix 11: Nutrient data for Kinvarra Bay 

Fieldtrip Station Date Time X Y 

km 
from 
river 

Salinity 
(kg m-3) 

TOxN 
(µmol 

L-1) 
Stdev 
TOXN 

NH3 
(µmo
l L-1) 

Stdev 
NH3 

NO2 
(µmo
l L-1) 

Stdev 
NO2 

SRP 
(µm
ol L-

1) 
Stdev 
SRP 

Summer 
2018 (07) T1 13/07/2018 07:00 -8.943077 53.166102 - 27.0 0.3 0.0 2.1 0.77 0.3 - 0.5 0.11 

Summer 
2018 (07) T2 13/07/2018 09:15 -8.943077 53.166102 - 32.4 1.5 0.2 1.0 0.27 0.3 0.07 0.1 0.01 

Summer 
2018 (07) T3 13/07/2018 11:30 -8.943077 53.166102 - 27.9 0.7 1.0 0.7 0.06 0.5 0.04 0.5 0.04 

Summer 
2018 (07) T4 13/07/2018 13:30 -8.943077 53.166102 - 23.2 8.5 0.9 0.6 0.08 0.4 0.13 0.3 0.08 

Summer 
2018 (07) T5 13/07/2018 15:00 -8.943077 53.166102 - 37.1 0.2 0.0 0.7 0.23 0.2 0.02 0.2 0.07 

Summer 
2018 (07) T6 13/07/2018 16:30 -8.943077 53.166102 - 35.7 0.2 0.1 0.7 0.19 0.2 0.03 0.2 0.04 

Summer 
2018 (07) T7 13/07/2018 19:00 -8.943077 53.166102 - 37.7 0.3 0.6 2.8 2.20 0.2 0.05 0.4 0.24 

Summer 
2018 (07) T8 13/07/2018 21:00 -8.943077 53.166102 - 38.1 0.2 0.2 0.9 0.29 0.3 0.29 0.2 0.03 

Summer 
2018 (07) T9 13/07/2018 23:00 -8.943077 53.166102 - 31.8 0.3 0.0 1.3 0.66 0.2 0.04 0.1 0.03 

Summer 
2018 (07) T10 14/07/2018 01:00 -8.943077 53.166102 - 20.7 13.6 0.5 0.6 0.15 0.3 0.23 0.3 0.02 

Summer 
2018 (07) T11 14/07/2018 03:00 -8.943077 53.166102 - 21.7 3.7 0.4 0.8 0.56 0.3 0.10 0.1 0.10 

Summer 
2018 (07) T12 14/07/2018 05:00 -8.943077 53.166102 - 26.8 0.2 0.1 0.5 0.04 0.1 0.02 0.1 0.04 

Summer 
2018 (07) T13 14/07/2018 07:00 -8.943077 53.166102 - 30.7 0.2 0.1 0.6 0.12 0.1 0.03 0.1 0.06 

Summer 
2018 (07) BH-AM 12/07/2018 10:15 -8.918775 53.126792 -1.7 7.6 63.6 1.2 <0.1 0.14 2.2 0.21 0.2 0.08 

Summer 
2018 (07) BH-PM 12/07/2018 17:30 -8.918775 53.126792 -1.7 1.3 63.0 4.3 <0.1 0.19 0.2 0.20 0.2 0.09 

Summer 
2018 (07) EM 13/07/2018 17:51 -8.960208 53.176245 4.89 30.5 0.2 0.1 0.8 0.06 0.2 0.03 0.1 - 

Summer 
2018 (07) SP 12/07/2018 11:45 -8.92645 53.141673 0 1.6 87.6 4.0 0.4 0.60 0.3 0.11 0.4 0.05 

Summer 
2018 (07) ST1 13/07/2018 17:30 -8.961683 53.162283 3.46 29.8 0.2 0.0 0.6 0.09 0.2 0.02 0.2 0.01 

Summer 
2018 (07) ST2 13/07/2018 18:28 -8.938937 53.145213 1.06 29.8 0.2 0.2 0.5 0.10 0.2 0.06 0.2 0.04 

Summer 
2018 (07) ST3 13/07/2018 18:51 -8.948233 53.155417 2.36 29.1 0.3 0.1 0.6 0.23 0.2 0.14 0.2 0.04 

Summer 
2018 (07) ST4 13/07/2018 17:37 -8.9488 53.164738 3.46 30.3 0.2 0.1 0.5 0.08 0.1 <0.02 0.1 0.02 

Summer 
2018 (07) ST5 13/07/2018 17:37 -8.954132 53.166427 3.46 29.6 0.2 0.1 0.5 0.05 0.2 <0.02 0.2 0.01 

Autumn 
2018 (10) T1 22/10/2018 10:00 -8.943077 53.166102 - 30.4 7.5 0.3 1.1 0.11 0.8 <0.02 0.6 0.03 

Autumn 
2018 (10) T2 22/10/2018 13:00 -8.943077 53.166102 - 28.4 15.4 0.5 0.7 0.02 0.8 0.04 0.4 0.04 
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Autumn 
2018 (10) T3 22/10/2018 16:00 -8.943077 53.166102 - 28.4 9.0 1.3 1.1 0.25 1.4 0.61 0.4 0.02 

Autumn 
2018 (10) T4 22/10/2018 19:00 -8.943077 53.166102 - 29.3 7.1 0.8 0.8 0.04 0.7 0.06 0.4 0.07 

Autumn 
2018 (10) T5 22/10/2018 22:00 -8.943077 53.166102 - 28.1 8.1 0.4 0.7 0.12 0.6 0.08 1.0 0.02 

Autumn 
2018 (10) T6 23/10/2018 01:00 -8.943077 53.166102 - 26.3 26.5 1.0 3.6 5.02 0.7 0.05 0.3 0.05 

Autumn 
2018 (10) T7 23/10/2018 04:00 -8.943077 53.166102 - 26.9 17.2 0.8 0.7 0.09 0.7 0.00 0.4 0.12 

Autumn 
2018 (10) T8 23/10/2018 07:00 -8.943077 53.166102 - 28.2 10.4 2.3 7.6 6.06 0.6 0.04 0.3 0.04 

Autumn 
2018 (10) T9 23/10/2018 10:00 -8.943077 53.166102 - 27.9 11.9 2.2 0.8 0.09 0.7 0.15 0.6 0.08 

Autumn 
2018 (10) BH 20/10/2018 10:50 -8.918767 53.126792 -1.7 0.3 70.9 6.0 2.3 2.40 1.2 0.58 0.4 0.02 

Autumn 
2018 (10) SP 20/10/2018 08:55 -8.92645 53.141673 0 0.5 134.9 6.8 2.1 1.57 0.8 0.37 0.5 0.05 

Autumn 
2018 (10) 

SPmidh
ightide 20/10/2018 - -8.92645 53.141673 0 0.0 - - - - - - - - 

Autumn 
2018 (10) ST1 21/10/2018 16:30 -8.942543 53.16705 4 29.4 7.1 0.4 1.1 0.50 0.8 0.17 0.4 0.04 

Autumn 
2018 (10) ST2 21/10/2018 17:00 -8.930507 53.14469 0.5 10.2 69.0 1.2 2.1 2.30 0.4 0.13 0.3 0.01 

Autumn 
2018 (10) ST3 21/10/2018 17:30 -8.952848 53.153857 2 26.4 3.8 0.5 1.0 0.23 0.7 0.17 0.3 0.03 

Autumn 
2018 (10) ST4 21/10/2018 18:30 -8.968368 53.172163 4.6 30.3 1.6 1.8 1.2 0.03 0.6 <0.02 0.2 0.05 

Winter 
2019 (01) T1 25/01/2019 17:00 -8.968507 53.171727 - 28.3 32.4 2.1 3.9 5.43 0.8 0.31 0.4 0.11 

Winter 
2019 (01) T2 25/01/2019 20:00 -8.968507 53.171727 - 29.2 15.9 10.0 0.4 0.35 0.6 0.16 0.4 0.05 

Winter 
2019 (01) T3 25/01/2019 23:00 -8.968507 53.171727 - 29.2 14.4 0.5 0.7 0.05 0.4 0.20 0.2 0.09 

Winter 
2019 (01) T4 26/01/2019 02:00 -8.968507 53.171727 - 28.4 33.6 18.2 0.4 0.30 0.4 0.16 0.2 0.07 

Winter 
2019 (01) T5 26/01/2019 05:00 -8.968507 53.171727 - 26.6 20.3 3.0 0.7 0.17 0.9 0.12 0.3 0.06 

Winter 
2019 (01) T6 26/01/2019 08:00 -8.968507 53.171727 - 29.2 18.6 0.3 0.7 0.03 0.8 0.17 0.4 0.06 

Winter 
2019 (01) T7 26/01/2019 11:00 -8.968507 53.171727 - 27.4 16.1 2.0 0.6 0.03 0.7 0.28 0.3 0.02 

Winter 
2019 (01) T8 26/01/2019 14:00 -8.968507 53.171727 - 27.5 21.2 0.9 0.6 0.05 0.7 0.19 0.4 0.05 

Winter 
2019 (01) T9 26/01/2019 17:00 -8.968507 53.171727 - 28.0 21.8 1.0 0.7 0.01 0.9 0.46 0.3 0.04 

Winter 
2019 (01) BH 28/01/2019 16:15 -8.918767 53.126792 -1.7 0.3 101.4 5.5 0.6 0.47 0.3 0.08 0.1 0.04 

Winter 
2019 (01) EM 28/01/2019 12:42 -8.963631 53.180916 5.49 26.4 28.4 1.1 0.7 0.06 0.5 0.13 0.4 0.04 

Winter 
2019 (01) SP 26/01/2019 17:10 -8.92645 53.141673 0 0.6 252.0 133.4 24.1 0.29 0.3 <0.02 0.2 0.17 

Winter 
2019 (01) ST1 28/01/2019 11:28 -8.934121 53.143164 0.56 8.3 85.0 2.6 0.3 0.06 0.7 0.12 0.1 0.08 

Winter 
2019 (01) ST2 28/01/2019 11:40 -8.938077 53.14554 0.96 6.2 97.1 3.8 0.2 0.03 0.7 0.16 0.2 0.10 

Winter 
2019 (01) ST3 28/01/2019 11:55 -8.941101 53.151073 1.63 7.9 87.1 3.4 0.3 0.05 0.7 0.32 0.1 0.02 

Winter 
2019 (01) ST4 28/01/2019 12:08 -8.947829 53.158552 0 17.6 53.4 3.3 0.5 0.06 0.4 0.39 0.3 0.08 

Winter 
2019 (01) ST5 28/01/2019 12:19 -8.954884 53.165489 3.53 25.6 31.3 1.5 0.7 0.10 0.4 0.15 0.3 0.07 

Winter 
2019 (01) ST6 28/01/2019 12:32 -8.962771 53.171481 4.39 26.1 28.1 0.5 0.6 0.03 0.4 <0.02 0.2 0.07 

Spring 
2019 (04) T1 07/04/2019 12:50 -8.968507 53.171727 - 18.4 28.8 13.7 1.9 2.17 0.3 0.09 0.2 0.04 

Spring 
2019 (04) T2 07/04/2019 16:00 -8.968507 53.171727 - 29.7 33.3 6.0 0.6 0.52 0.6 0.04 0.5 0.02 
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Spring 
2019 (04) T3 07/04/2019 19:00 -8.968507 53.171727 - 30.0 8.8 0.7 0.8 0.69 0.5 0.05 0.3 0.03 

Spring 
2019 (04) T4 07/04/2019 22:00 -8.968507 53.171727 - 30.9 2.4 0.3 0.9 0.14 0.4 <0.02 0.6 0.05 

Spring 
2019 (04) T5 08/04/2019 01:00 -8.968507 53.171727 - 28.6 15.6 0.5 0.8 0.01 0.4 0.07 0.3 0.03 

Spring 
2019 (04) T6 08/04/2019 04:00 -8.968507 53.171727 - 28.5 19.3 1.3 0.9 0.02 0.4 <0.02 0.5 0.20 

Spring 
2019 (04) T7 08/04/2019 07:00 -8.968507 53.171727 - 29.7 5.4 0.3 0.9 0.09 0.5 0.11 0.2 0.04 

Spring 
2019 (04) T8 08/04/2019 10:00 -8.968507 53.171727 - 29.0 5.2 0.5 0.8 0.32 0.4 0.06 0.2 0.06 

Spring 
2019 (04) T9 08/04/2019 13:00 -8.968507 53.171727 - 27.1 20.0 0.5 0.8 0.07 0.4 0.05 0.2 0.03 

Spring 
2019 (04) BH 08/04/2019 15:00 -8.918767 53.126792 -1.7 0.2 80.7 22.0 0.2 0.15 0.4 0.19 0.1 0.08 

Spring 
2019 (04) EM 06/04/2019 16:58 -8.962164 53.181533 5.72 31.9 9.7 0.7 1.4 0.41 0.5 0.09 0.2 0.01 

Spring 
2019 (04) SEDSP 06/04/2019 14:00 -8.92645 53.141673 0 14.3 42.1 15.3 12.2 1.82 1.4 0.65 - - 

Spring 
2019 (04) SP 07/04/2019 14:00 -8.92645 53.141673 0 0.4 109.9 18.5 <0.1 0.12 0.6 0.66 0.2 0.06 

Spring 
2019 (04) 

SPDow
n 08/04/2019 13:30 -8.92645 53.141673 0 0.0 - - - - - - - - 

Spring 
2019 (04) SPUP 08/04/2019 13:30 -8.92645 53.141673 0 0.0 - - - - - - - - 

Spring 
2019 (04) ST1 06/04/2019 15:10 -8.935724 53.142924 0.64 12.8 45.6 1.8 0.4 0.34 0.5 0.11 0.3 0.13 

Spring 
2019 (04) ST2 06/04/2019 15:32 -8.938942 53.146 1.14 14.3 43.2 0.9 0.4 0.33 0.3 <0.02 0.2 0.08 

Spring 
2019 (04) ST3 06/04/2019 15:45 -8.941683 53.151315 1.79 23.2 19.1 10.2 0.9 0.06 0.6 0.23 0.1 0.03 

Spring 
2019 (04) ST4 06/04/2019 16:02 -8.949191 53.159132 2.81 30.9 7.8 0.2 0.7 0.61 0.8 0.08 0.2 0.03 
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Appendix 12: TDN, SI and DON data for Kinvarra Bay 

Fieldtrip Station Date Time X Y 

km 
from 
river 

Salinity (kg 
m-3) 

TDN 
(µmol 

L-1) 

Si 
(µmol 

L-1) 
Stdev 

Si 

DON 
(µmol 

L-1) 

Winter 2019 (01) BH 28/01/2019 16:15 -8.918767 53.126792 -1.7 0.34816 167.8 - - 65.8 

Winter 2019 (01) EM 28/01/2019 12:42 -8.963631 53.180916 5.49 26.4192 46.0 - - 16.8 

Winter 2019 (01) SP 26/01/2019 17:10 -8.92645 53.141673 0 0.5632 352.7 - - 70.5 

Winter 2019 (01) ST6 28/01/2019 12:32 -8.962771 53.171481 4.39 26.112 48.1 - - 19.4 

Spring 2019 (04) BH 08/04/2019 15:00 -8.918767 53.126792 -1.7 0.24576 114.2 45.1 1.3 33.4 

Spring 2019 (04) EM 06/04/2019 16:58 -8.962164 53.181533 5.72 31.9488 1.4 3.9 0.1 <0.3 

Spring 2019 (04) SP 07/04/2019 14:00 -8.92645 53.141673 0 0.3584 158.5 49.3 0.6 48.5 

Spring 2019 (04) ST1 06/04/2019 15:10 -8.935724 53.142924 0.64 12.8 70.3 24.2 2.7 24.2 

Spring 2019 (04) ST2 06/04/2019 15:32 -8.938942 53.146 1.14 14.336 64.3 22.1 1.2 20.6 

Spring 2019 (04) ST3 06/04/2019 15:45 -8.941683 53.151315 1.79 23.2448 24.3 10.6 0.5 2.8 

Spring 2019 (04) ST4 06/04/2019 16:02 -8.949191 53.159132 2.81 30.9248 5.1 4.7 0.7 <0.3 

Spring 2019 (04) ST5 06/04/2019 16:25 -8.957427 53.165856 3.67 32.3584 11.6 4.6 0.7 3.0 

Spring 2019 (04) ST6 06/04/2019 16:43 -8.963944 53.17228 4.63 33.4848 10.6 4.3 0.3 2.9 
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Appendix 13: Nutrient data for Killary Harbour 

Fieldtrip Station Date Time X Y 

km 
from 
river 

Salinity 
(kg m-3) 

TOxN 
(µmol 

L-1) 
Stdev 
TOXN 

NH3 
(µmo
l L-1) 

Stdev 
NH3 

NO2 
(µmo
l L-1) 

Stdev 
NO2 

SRP 
(µmo
l L-1) 

Stdev 
SRP 

Summer 
2017 (08) 

1D 24/08/2017 09:50 -9.856568 53.622383 14.83 
39.1 1.0 0.06 2.4 0.10 0.8 0.01 0.1 0.01 

Summer 
2017 (08) 

1D-
0824 

24/08/2017 13:30 -9.87475 53.629917 - 
0.0 0.9 0.16 0.9 0.10 0.7 0.07 - - 

Summer 
2017 (08) 

1S 24/08/2017 09:35 -9.856568 53.622383 14.83 
25.0 1.5 0.06 0.9 0.06 0.8 0.01 0.1 0.08 

Summer 
2017 (08) 

1S-
0824 

24/08/2017 13:20 -9.87475 53.629917 - 
0.0 0.3 0.01 1.0 0.20 0.8 0.09 - - 

Summer 
2017 (08) 

2D 24/08/2017 10:20 -9.820283 53.613233 13.69 
32.1 0.9 0.01 1.8 0.26 0.8 0.03 0.1 0.03 

Summer 
2017 (08) 

2S 24/08/2017 10:12 -9.820283 53.613233 13.69 
28.9 1.6 0.10 0.9 0.05 0.8 0.05 0.1 0.02 

Summer 
2017 (08) 

3D 24/08/2017 11:05 -9.794417 53.604533 12.5 
32.6 1.1 0.04 3.0 0.06 0.8 0.05 0.4 0.24 

Summer 
2017 (08) 

3S 24/08/2017 10:42 -9.794417 53.604533 12.5 
23.8 1.5 0.02 2.5 0.08 0.7 0.01 0.1 0.03 

Summer 
2017 (08) 

4D 24/08/2017 11:50 -9.782892 53.5997 9.9 
30.1 1.4 0.01 3.8 0.33 0.9 0.07 0.3 0.01 

Summer 
2017 (08) 

4S 24/08/2017 11:39 -9.782892 53.5997 9.9 
20.5 1.6 0.16 1.1 0.74 0.6 0.01 0.1 0.01 

Summer 
2017 (08) 

5D 24/08/2017 12:40 -9.757333 53.600783 6.53 
31.1 1.9 0.06 1.0 0.03 0.9 0.01 0.5 0.01 

Summer 
2017 (08) 

5S 24/08/2017 12:30 -9.757333 53.600783 6.53 
21.3 1.0 0.04 0.5 0.01 0.6 0.04 0.1 0.01 

Summer 
2017 (08) 

6S 24/08/2017 13:12 -9.72395 53.601033 3.66 
11.0 1.1 0.70 0.9 0.70 0.4 0.09 0.1 0.02 

Summer 
2017 (08) 

EM 24/08/2017 09:02 -9.721692 53.600626 15.89 
32.5 1.0 0.09 1.7 0.05 0.8 0.04 0.1 0.08 

Summer 
2017 (08) 

R1 - 
Bunow

en 

26/08/2017 00:00 -9.778207 53.583583 8.58 

0.3 0.1 0.20 0.4 0.04 0.2 0.02 - - 

Summer 
2017 (08) 

R2 - 
Erriff 

26/08/2017 00:00 -9.670602 53.615819 0 
0.2 2.4 0.03 0.6 0.12 0.3 0.01 0.2 0.06 

Summer 
2017 (08) 

R3 - 
Bundor

agha 

26/08/2017 00:00 -9.753155 53.606967 6.38 

0.0 4.2 0.20 0.4 0.13 0.2 0.04 <0.1 - 

Winter 
2018 (02) 

T1 18/02/2018 13:00 -9.730128 53.6002 - 
26.2 6.0 0.34 0.7 0.12 0.6 0.20 0.2 0.10 

Winter 
2018 (02) 

T2 18/02/2018 16:00 -9.730128 53.6002 - 
26.6 6.1 1.38 0.8 0.17 0.7 0.15 0.3 0.05 

Winter 
2018 (02) 

T3 18/02/2018 19:00 -9.730128 53.6002 - 

26.0 7.0 0.48 0.9 0.14 0.5 0.12 0.2 0.10 

Winter 
2018 (02) 

T4 18/02/2018 22:00 -9.730128 53.6002 - 
23.7 5.1 0.46 0.8 0.07 0.3 0.10 0.2 0.09 

Winter 
2018 (02) 

T5 19/02/2018 01:00 -9.730128 53.6002 - 
14.5 6.6 0.12 0.6 0.03 0.5 0.12 0.1 0.10 

Winter 
2018 (02) 

T6 19/02/2018 04:00 -9.730128 53.6002 - 
15.2 6.3 0.19 0.5 0.14 0.4 0.21 0.1 0.05 

Winter 
2018 (02) 

T7 19/02/2018 07:00 -9.730128 53.6002 - 
16.8 5.9 0.45 0.6 0.03 0.3 0.03 0.2 0.11 

Winter 
2018 (02) 

T8 19/02/2018 10:00 -9.730128 53.6002 - 
17.8 5.8 0.50 0.7 0.12 0.4 0.12 0.2 0.07 

Winter 
2018 (02) 

T9 19/02/2018 13:00 -9.730128 53.6002 - 
14.7 5.8 0.07 0.7 0.22 0.6 0.19 0.1 0.06 

Winter 
2018 (02) 

5D 17/02/2018 09:30 -9.721692 53.600626 3.93 
0.0 1.2 0.24 0.4 0.04 0.5 0.32 <0.1 - 

Winter 
2018 (02) 

K16-1D 16/02/2018 12:20 -9.877823 53.630149 15.01 
32.1 5.3 0.19 0.9 0.08 0.6 0.07 0.4 0.02 

Winter 
2018 (02) 

K16-1S 16/02/2018 12:14 -9.877823 53.630149 15.01 
31.5 8.1 0.15 0.7 0.00 0.6 0.38 0.3 0.05 

Winter 
2018 (02) 

K16-2D 16/02/2018 13:35 -9.857046 53.620501 13.14 
32.9 6.4 2.06 0.9 0.19 0.5 0.23 0.5 0.02 
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Winter 
2018 (02) 

K16-2S 16/02/2018 13:27 -9.857046 53.620501 13.14 
30.0 3.4 0.21 <0.1 1.20 0.5 0.06 0.2 0.01 

Winter 
2018 (02) 

K16-3D 16/02/2018 13:35 -9.812439 53.610216 10.26 
33.2 3.6 0.79 0.9 0.16 0.5 0.18 0.4 0.01 

Winter 
2018 (02) 

K16-3S 16/02/2018 14:30 -9.812439 53.610216 10.26 
21.9 3.2 0.95 0.6 0.04 0.4 0.05 0.1 0.01 

Winter 
2018 (02) 

K16-
4D-5S 

16/02/2018 15:40 -9.758291 53.60135 6.16 
33.5 6.0 1.26 0.7 0.07 0.5 0.10 0.2 0.06 

Winter 
2018 (02) 

K16-4S 16/02/2018 15:32 -9.758291 53.60135 6.16 
14.0 3.8 1.95 0.7 0.04 0.4 0.11 0.2 0.03 

Winter 
2018 (02) 

K16EM 16/02/2018 11:32 -9.721692 53.600626 16.49 
31.7 7.1 1.64 0.7 0.21 2.4 0.49 0.3 0.06 

Winter 
2018 (02) 

K17-1D 17/02/2018 07:30 -9.877823 53.630149 13.14 
31.5 8.1 1.41 0.8 0.03 0.7 0.16 0.4 0.02 

Winter 
2018 (02) 

K17-1S 17/02/2018 07:30 -9.877823 53.630149 13.14 
28.5 6.5 1.50 0.6 0.03 0.4 0.09 0.1 0.01 

Winter 
2018 (02) 

K17-2D 17/02/2018 07:45 -9.857046 53.620501 11.25 
31.6 4.0 0.57 0.9 0.07 0.8 0.17 0.6 0.08 

Winter 
2018 (02) 

K17-2S 17/02/2018 07:45 -9.857046 53.620501 11.25 
27.8 5.5 0.88 0.7 0.02 0.7 0.23 0.1 0.01 

Winter 
2018 (02) 

K17-3D 17/02/2018 08:00 -9.812439 53.610216 8.22 
31.8 10.0 0.19 0.8 0.09 0.7 0.02 0.4 0.02 

Winter 
2018 (02) 

K17-3S 17/02/2018 08:00 -9.812439 53.610216 8.22 
17.2 3.3 1.75 0.3 0.81 0.4 0.06 0.2 0.07 

Winter 
2018 (02) 

K17-4D 17/02/2018 08:45 -9.758291 53.60135 6.16 
31.9 9.0 0.87 0.1 1.35 0.5 0.11 0.4 0.02 

Winter 
2018 (02) 

K17-4S 17/02/2018 08:45 -9.758291 53.60135 6.16 
18.4 6.5 1.99 0.7 0.30 0.4 0.20 0.1 0.04 

Winter 
2018 (02) 

K17-5S 17/02/2018 09:30 -9.721692 53.600626 3.93 
10.4 5.0 0.20 0.6 0.15 0.4 0.14 0.2 0.10 

Winter 
2018 (02) 

R1 - 
Bunow

en 

18/02/2018 00:00 -9.778207 53.583583 8.58 

0.2 1.2 0.24 0.4 0.04 0.5 0.23 <0.1 - 

Winter 
2018 (02) 

R2 - 
Erriff 

18/02/2018 00:00 -9.670602 53.615819 0 
0.1 6.1 0.69 0.6 0.25 0.3 0.04 <0.1 - 

Winter 
2018 (02) 

R3 - 
Bundor

agha 

18/02/2018 00:00 -9.753155 53.606967 6.38 

0.0 4.1 0.32 0.6 0.29 1.2 0.37 <0.1 - 

Summer 
2018 (07) 

T1 16/07/2018 13:00 -9.85983 53.620311 - 
39.3 0.3 0.06 0.6 0.01 0.5 0.03 0.3 0.08 

Summer 
2018 (07) 

T2 16/07/2018 15:00 -9.85983 53.620311 - 
40.2 0.6 0.49 0.7 0.27 0.5 0.06 0.3 0.06 

Summer 
2018 (07) 

T3 16/07/2018 17:00 -9.85983 53.620311 - 
30.6 0.3 0.07 0.5 0.14 0.5 0.29 0.3 0.07 

Summer 
2018 (07) 

T4 16/07/2018 19:00 -9.85983 53.620311 - 
34.7 0.4 0.06 0.6 0.09 0.3 0.37 0.2 0.09 

Summer 
2018 (07) 

T5 16/07/2018 21:00 -9.85983 53.620311 - 
34.3 0.3 0.06 0.4 0.36 0.4 0.26 0.2 0.05 

Summer 
2018 (07) 

T6 16/07/2018 23:00 -9.85983 53.620311 - 
31.9 0.3 0.06 0.6 0.05 0.5 0.03 0.1 0.09 

Summer 
2018 (07) 

T7 17/07/2018 01:00 -9.85983 53.620311 - 
35.0 6.4 0.34 0.6 0.04 0.6 0.02 0.4 0.08 

Summer 
2018 (07) 

T8 17/07/2018 03:00 -9.85983 53.620311 - 
31.4 0.6 0.14 0.5 0.03 0.6 0.34 0.4 0.06 

Summer 
2018 (07) 

T9 17/07/2018 05:00 -9.85983 53.620311 - 
31.8 0.3 0.08 0.5 0.13 0.3 0.21 0.3 0.08 

Summer 
2018 (07) 

1D 16/07/2018 08:23 -9.856568 53.622383 13.82 
32.1 0.4 0.03 0.5 0.18 0.4 0.03 0.3 0.06 

Summer 
2018 (07) 

1S 16/07/2018 08:37 -9.856568 53.622383 13.82 
31.1 0.3 0.05 0.6 0.03 0.4 0.24 0.1 0.04 

Summer 
2018 (07) 

2D 16/07/2018 08:57 -9.820283 53.613233 11.14 
34.5 0.3 0.06 0.6 0.08 0.4 0.26 0.2 0.06 

Summer 
2018 (07) 

2S 16/07/2018 09:18 -9.820283 53.613233 11.14 
36.7 0.3 0.09 0.5 0.10 0.4 0.00 0.1 0.03 

Summer 
2018 (07) 

3D 16/07/2018 09:39 -9.794417 53.604533 9.26 
36.1 0.2 0.01 0.3 0.31 0.4 0.24 0.3 0.06 

Summer 
2018 (07) 

3S 16/07/2018 10:00 -9.794417 53.604533 9.26 
33.1 0.3 0.01 0.3 0.29 0.4 0.08 0.1 0.06 
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Summer 
2018 (07) 

4D 16/07/2018 10:16 -9.782892 53.5997 8.13 
30.9 0.3 0.07 0.6 0.05 0.4 0.24 0.2 0.05 

Summer 
2018 (07) 

4S 16/07/2018 10:32 -9.782892 53.5997 8.13 
30.2 0.3 0.03 0.6 0.03 0.4 0.01 0.2 0.04 

Summer 
2018 (07) 

5D 16/07/2018 10:58 -9.757333 53.600783 6.36 
33.1 0.3 0.10 0.5 0.11 0.4 0.26 0.2 0.07 

Summer 
2018 (07) 

5S 16/07/2018 11:25 -9.757333 53.600783 6.36 
29.1 0.3 0.01 0.6 0.11 0.4 0.02 0.2 0.03 

Summer 
2018 (07) 

6S 16/07/2018 11:52 -9.72395 53.601033 4.15 
32.7 0.3 0.05 0.5 0.11 0.4 0.01 0.2 0.07 

Summer 
2018 (07) 

EM 16/07/2018 08:10 -9.721692 53.600626 15.36 
32.6 0.3 0.01 0.4 0.11 0.4 0.24 0.1 0.05 

Summer 
2018 (07) 

R1 - 
Bunow

en 

16/07/2018 15:45 -9.778207 53.583583 8.58 

0.3 5.8 0.48 0.2 0.07 0.5 0.37 0.1 0.03 

Summer 
2018 (07) 

R2 - 
Erriff 

15/07/2018 15:45 -9.670602 53.615819 0 
0.4 3.9 0.09 0.5 0.18 0.4 0.22 <0.1 - 

Summer 
2018 (07) 

R3 - 
Bundor

agha 

15/07/2018 14:30 -9.753155 53.606967 6.38 

0.2 6.9 0.77 0.4 0.52 0.4 0.03 <0.1 - 

Autumn 
2018 (10) 

1D 25/10/2018 08:30 -9.825283 53.614507 11.2 
33.6 0.8 1.32 0.9 0.07 0.6 0.10 0.3 0.07 

Autumn 
2018 (10) 

1S 25/10/2018 08:15 -9.825283 53.614507 11.2 
30.7 0.8 0.33 0.9 0.04 0.6 0.18 0.3 0.02 

Autumn 
2018 (10) 

2D 25/10/2018 09:30 -9.789332 53.601092 7.87 
32.2 3.0 0.28 1.0 0.14 0.9 0.11 0.3 0.04 

Autumn 
2018 (10) 

2S 25/10/2018 09:15 -9.789332 53.601092 7.87 
28.6 1.1 1.18 0.8 0.04 0.7 0.19 0.2 0.01 

Autumn 
2018 (10) 

3D 25/10/2018 10:00 -9.759552 53.600582 5.89 
31.7 3.5 0.18 0.9 0.08 1.0 0.02 0.4 0.04 

Autumn 
2018 (10) 

3S 25/10/2018 09:45 -9.759552 53.600582 5.89 
25.4 2.2 0.98 0.6 0.03 0.6 0.04 0.2 0.02 

Autumn 
2018 (10) 

4S 25/10/2018 10:20 -9.722391 53.600944 3.61 
26.2 1.2 0.26 0.7 0.07 0.7 0.03 0.2 0.01 

Autumn 
2018 (10) 

EM 25/10/2018 08:00 -9.881891 53.63162 15.24 
30.1 3.2 1.39 29.7 25.08 0.9 0.24 0.4 0.02 

Autumn 
2018 (10) 

R1 - 
Bunow

en 

24/10/2018 00:00 -9.778207 53.583583 8.58 

0.3 2.3 0.17 0.3 0.02 1.3 0.58 0.2 0.03 

Autumn 
2018 (10) 

R2 - 
Erriff 

24/10/2018 14:45 -9.670602 53.615819 0 
0.1 4.6 0.36 0.3 0.04 0.5 1.10 0.1 0.04 

Autumn 
2018 (10) 

R3 - 
Bundor

agha 

24/10/2018 13:30 -9.753155 53.606967 6.38 

0.1 5.2 0.33 0.2 0.06 0.3 0.03 0.1 0.03 

Winter 
2019 (01) 

T1 24/01/2019 05:00 -9.73165 53.598464 - 
15.3 8.3 0.56 10.5 4.15 0.6 0.03 0.3 0.03 

Winter 
2019 (01) 

T2 24/01/2019 08:00 -9.73165 53.598464 - 
16.6 7.0 1.52 0.8 0.33 0.5 0.17 0.2 0.02 

Winter 
2019 (01) 

T3 24/01/2019 11:00 -9.73165 53.598464 - 
16.0 7.4 0.49 0.9 0.39 0.5 0.13 5.6 0.13 

Winter 
2019 (01) 

T4 24/01/2019 14:00 -9.73165 53.598464 - 
11.3 12.4 1.10 7.9 8.53 0.5 0.04 0.2 0.02 

Winter 
2019 (01) 

T5 24/01/2019 17:00 -9.73165 53.598464 - 
13.9 7.6 1.15 0.6 0.33 0.5 0.23 0.2 0.01 

Winter 
2019 (01) 

T6 24/01/2019 20:00 -9.73165 53.598464 - 
14.3 8.1 0.26 3.5 3.08 0.5 0.12 0.1 0.01 

Winter 
2019 (01) 

T7 24/01/2019 23:00 -9.73165 53.598464 - 
15.3 7.1 0.52 0.4 0.06 0.5 0.82 0.2 0.03 

Winter 
2019 (01) 

T8 25/01/2019 02:00 -9.73165 53.598464 - 
10.0 6.9 1.51 0.5 0.04 0.5 0.12 0.2 0.02 

Winter 
2019 (01) 

T9 25/01/2019 05:00 -9.73165 53.598464 - 
15.3 6.5 0.19 0.5 0.05 0.7 0.21 0.5 0.07 

Winter 
2019 (01) 

1D 23/01/2019 08:55 -9.817082 53.612233 10.62 
34.7 10.5 2.51 1.8 0.82 0.6 0.07 0.4 0.01 

Winter 
2019 (01) 

1S 23/01/2019 08:25 -9.817082 53.612233 10.62 
26.6 8.1 0.21 1.5 0.19 0.6 0.03 0.3 0.02 

Winter 
2019 (01) 

2D 23/01/2019 09:25 -9.778845 53.599833 7.7 
33.8 8.1 0.21 1.8 0.11 0.7 0.04 0.5 0.07 
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Winter 
2019 (01) 

2S 23/01/2019 09:15 -9.778845 53.599833 7.7 
17.1 5.9 0.47 0.6 0.17 0.3 0.03 0.2 0.02 

Winter 
2019 (01) 

3D 23/01/2019 09:55 -9.758313 53.600483 6.28 
34.0 8.1 0.76 1.6 0.62 0.4 0.20 0.5 0.02 

Winter 
2019 (01) 

3S 23/01/2019 09:45 -9.758313 53.600483 6.28 
12.1 7.2 1.27 0.6 0.39 0.4 0.01 0.2 0.06 

Winter 
2019 (01) 

4D 23/01/2019 10:37 -9.742187 53.600933 5.41 
33.8 8.4 0.76 9.2 14.40 0.4 0.09 0.5 0.01 

Winter 
2019 (01) 

4S 23/01/2019 10:27 -9.742187 53.600933 5.41 
10.8 8.5 1.23 1.3 0.74 0.7 0.20 0.2 0.01 

Winter 
2019 (01) 

5S 23/01/2019 10:55 -9.73033 53.60095 4.37 
9.4 8.1 0.92 1.0 0.42 0.4 0.04 0.3 0.02 

Winter 
2019 (01) 

6S 23/01/2019 11:30 -9.715354 53.601058 3.49 
9.8 8.7 1.03 2.5 1.93 0.4 0.06 0.2 0.05 

Winter 
2019 (01) 

EM 23/01/2019 07:46 -9.881891 53.63162 15.34 
28.7 8.2 1.54 6.1 7.12 0.7 0.03 0.3 0.04 

Winter 
2019 (01) 

R1 - 
Bunow

en 

24/01/2019 15:30 -9.778207 53.583583 8.58 

0.2 5.7 0.31 0.4 0.20 0.3 0.26 0.1 - 

Winter 
2019 (01) 

R2 - 
Erriff 

24/01/2019 14:30 -9.670602 53.615819 0 
0.1 11.3 2.30 1.4 1.14 0.4 0.04 0.1 0.01 

Winter 
2019 (01) 

R3 - 
Bundor

agha 

23/01/2019 15:00 -9.753155 53.606967 6.38 

0.1 6.3 0.19 0.4 0.19 0.4 0.14 0.1 0.01 

Spring 
2019 (04) 

T1 02/04/2019 21:00 -9.73165 53.598464 - 
33.3 7.4 1.46 1.6 0.74 0.2 0.44 0.3 0.03 

Spring 
2019 (04) 

T2 02/04/2019 00:00 -9.73165 53.598464 - 
29.1 4.4 1.03 0.8 0.09 0.2 0.17 0.2 0.01 

Spring 
2019 (04) 

T3 03/04/2019 03:00 -9.73165 53.598464 - 
20.7 3.4 0.63 0.8 0.09 0.2 0.14 0.3 0.06 

Spring 
2019 (04) 

T4 03/04/2019 06:00 -9.73165 53.598464 - 
30.7 4.8 0.51 0.9 0.05 0.3 0.19 0.2 0.08 

Spring 
2019 (04) 

T5 03/04/2019 09:00 -9.73165 53.598464 - 
30.5 4.3 0.38 1.1 0.20 0.2 0.22 0.3 0.01 

Spring 
2019 (04) 

T6 03/04/2019 12:00 -9.73165 53.598464 - 
25.2 4.0 0.82 0.5 0.46 0.1 0.09 0.1 0.01 

Spring 
2019 (04) 

T7 03/04/2019 15:00 -9.73165 53.598464 - 
26.7 4.2 0.36 0.9 0.08 0.2 0.16 0.2 0.01 

Spring 
2019 (04) 

T8 03/04/2019 18:00 -9.73165 53.598464 - 
28.0 2.4 0.39 0.8 0.07 0.2 0.11 0.2 0.02 

Spring 
2019 (04) 

T9 03/04/2019 21:00 -9.73165 53.598464 - 
30.1 2.3 0.74 0.8 0.05 0.2 0.17 0.2 0.02 

Spring 
2019 (04) 

1D 04/04/2019 07:47 -9.817082 53.612233 11.34 
34.9 6.2 0.04 3.2 1.32 0.3 0.29 0.4 0.04 

Spring 
2019 (04) 

1S 04/04/2019 07:46 -9.817082 53.612233 11.34 
31.7 5.8 1.50 1.3 0.11 0.4 0.37 0.2 0.04 

Spring 
2019 (04) 

2D 04/04/2019 08:45 -9.778845 53.599833 9.38 
35.0 6.1 0.19 2.5 0.11 0.5 0.31 0.3 0.02 

Spring 
2019 (04) 

2S 04/04/2019 08:40 -9.778845 53.599833 9.38 
31.3 3.6 0.75 1.0 0.12 0.3 0.22 0.2 0.03 

Spring 
2019 (04) 

3D 04/04/2019 09:20 -9.758313 53.600483 7.08 
33.9 5.3 0.45 2.1 0.17 0.5 0.29 0.1 0.05 

Spring 
2019 (04) 

3S 04/04/2019 09:15 -9.758313 53.600483 7.08 
27.6 3.0 0.78 0.5 0.45 - 0.22 0.1 0.05 

Spring 
2019 (04) 

4D 04/04/2019 10:05 -9.742187 53.600933 5.58 
34.0 5.6 0.37 1.8 0.12 0.5 0.28 0.4 0.02 

Spring 
2019 (04) 

4S 04/04/2019 10:00 -9.742187 53.600933 5.58 
26.4 3.8 0.56 0.9 0.09 0.3 0.23 0.1 0.01 

Spring 
2019 (04) 

5S 04/04/2019 10:15 -9.73033 53.60095 4.34 
26.8 3.2 0.20 0.8 0.02 0.4 0.24 0.1 0.01 

Spring 
2019 (04) 

6S 04/04/2019 10:28 -9.715354 53.601058 3.58 
23.3 3.7 0.34 0.8 0.07 0.2 0.18 0.2 0.03 

Spring 
2019 (04) 

7S 03/04/2019 14:45 -9.681944 53.609871 1.2 
0.0 - - - - - - - - 

Spring 
2019 (04) 

EM 04/04/2019 06:58 -9.881891 53.63162 16.02 
34.9 2.0 0.47 2.0 0.39 0.2 0.09 0.4 0.03 
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Spring 
2019 (04) 

R1 - 
Bunow

en 

03/04/2019 10:00 -9.778207 53.583583 8.58 

0.1 3.3 0.31 0.3 0.06 0.4 0.37 0.1 0.03 

Spring 
2019 (04) 

R2 - 
Erriff 

03/04/2019 12:00 -9.670602 53.615819 0 
0.1 7.6 0.35 0.1 0.13 - 0.73 0.1 0.02 

Spring 
2019 (04) 

R3 - 
Bundor

agha 

04/04/2019 13:30 -9.753155 53.606967 6.38 

0.1 5.7 0.11 0.3 0.07 0.3 0.35 0.2 0.06 

 

Appendix 14: TDN, Si, DON values for Killary Harbour.  

Fieldtrip Station Date Time X Y 
km 

from 
river 

Salinity 
(kg m-3) 

TDN 
(µmol 
N L-1) 

Si 
(µmol 

L-1) 

Stdev 
Si 

DON 
(µmol 
N L-1) 

Spring 
2019 (04) 

1D 04/04/2019 07:47 -9.817082 53.612233 11.34 34.9184 
9.7 

7.6 3.9 0.4 

Spring 
2019 (04) 

1S 04/04/2019 07:46 -9.817082 53.612233 11.34 31.744 
3.3 

6.7 0.8 <0.3 

Spring 
2019 (04) 

2D 04/04/2019 08:45 -9.778845 53.599833 9.38 35.0208 
13.9 

4.6 0.1 5.3 

Spring 
2019 (04) 

2S 04/04/2019 08:40 -9.778845 53.599833 9.38 31.3344 
1.1 

7.0 0.8 <0.3 

Spring 
2019 (04) 

3D 04/04/2019 09:20 -9.758313 53.600483 7.08 33.8944 
4.1 

6.5 2.1 <0.3 

Spring 
2019 (04) 

3S 04/04/2019 09:15 -9.758313 53.600483 7.08 27.648 
17.9 

8.6 0.4 14.3 

Spring 
2019 (04) 

4D 04/04/2019 10:05 -9.742187 53.600933 5.58 33.9968 
5.7 

7.8 0.4 <0.3 

Spring 
2019 (04) 

4S 04/04/2019 10:00 -9.742187 53.600933 5.58 26.4192 
13.4 

9.3 1.0 8.7 

Spring 
2019 (04) 

5S 04/04/2019 10:15 -9.73033 53.60095 4.34 26.8288 
<0.3 

9.1 1.1 <0.3 

Spring 
2019 (04) 

6S 04/04/2019 10:28 -9.715354 53.601058 3.58 23.3472 
5.0 

10.9 0.3 0.5 

Spring 
2019 (04) 

EM 04/04/2019 06:58 -9.881891 53.63162 16.02 34.9184 
- 

- - - 

Spring 
2019 (04) 

R1 - 
Bunowen 

03/04/2019 10:00 -9.778207 53.583583 8.58 0.12288 
<0.3 

3.4 1.2 <0.3 

Spring 
2019 (04) 

R2 - Erriff 03/04/2019 12:00 -9.670602 53.615819 0 0.14336 
13.6 

23.8 0.4 9.9 

Spring 
2019 (04) 

R3 - 
Bundoragha 

04/04/2019 13:30 -9.753155 53.606967 6.38 0.09216 
<0.3 

29.9 0.9 <0.3 
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Appendix 15: 223Ra and 224Ra data for Kinvarra Bay 
Station Date Time X Y Distance from spring Salinity 224Ra (dpm 100L-1) 223Ra (dpm 100L-1) 224Ra/ 223Ra 

BH-AM 12/07/2018 10:15 -8.918775 53.126792 -1.7 7.6 7.4 0.7 10.0 

BH-PM 12/07/2018 17:30 -8.918775 53.126792 -1.7 1.3 8.2 0.6 13.6 

EM 13/07/2018 17:51 -8.960208 53.176245 4.89 30.5 7.2 1.2 6.1 

SP 12/07/2018 11:45 -8.92645 53.141673 0 1.6 5.8 0.6 9.8 

ST1 13/07/2018 17:30 -8.961683 53.162283 3.46 29.8 8.0 1.5 5.4 

ST2 13/07/2018 18:28 -8.938937 53.145213 1.06 29.8 11.3 1.7 6.7 

ST3 13/07/2018 18:51 -8.948233 53.155417 2.36 29.1 8.7 1.3 6.7 

BH 20/10/2018 10:50 -8.918767 53.126792 -1.7 0.3 5.9 0.7 8.7 

SP 20/10/2018 08:55 -8.92645 53.141673 0 0.5 2.8 0.2 11.9 

ST1 21/10/2018 16:30 -8.942543 53.16705 4 29.4 6.6 0.9 7.5 

ST2 21/10/2018 17:00 -8.930507 53.14469 0.5 10.2 7.9 1.3 6.0 

ST3 21/10/2018 17:30 -8.952848 53.153857 2 26.4 9.7 1.3 7.5 

ST4 21/10/2018 18:30 -8.968368 53.172163 4.6 30.3 13.0 1.6 8.2 

BH 28/01/2019 16:15 -8.918767 53.126792 -1.7 0.3 4.3 0.3 15.2 

EM 28/01/2019 12:42 -8.963631 53.180916 5.49 26.4 5.7 1.1 5.4 

SP 26/01/2019 17:10 -8.92645 53.141673 0 0.6 2.6 0.3 9.5 

ST1 28/01/2019 11:28 -8.934121 53.143164 0.56 8.3 3.7 0.4 8.9 

ST2 28/01/2019 11:40 -8.938077 53.14554 0.96 6.2 2.3 0.3 8.0 

ST3 28/01/2019 11:55 -8.941101 53.151073 1.63 7.9 4.2 0.5 8.7 

ST6 28/01/2019 12:32 -8.962771 53.171481 4.39 26.1 5.0 0.9 5.8 

BH 08/04/2019 15:00 -8.918767 53.126792 -1.7 0.2 8.7 0.7 12.8 

EM 06/04/2019 16:58 -8.962164 53.181533 5.72 31.9 3.8 0.8 5.0 

SP 07/04/2019 14:00 -8.92645 53.141673 0 0.4 2.9 0.2 12.6 

ST1 06/04/2019 15:10 -8.935724 53.142924 0.64 12.8 4.7 0.6 8.4 

ST2 06/04/2019 15:32 -8.938942 53.146 1.14 14.3 5.6 0.7 7.6 

ST3 06/04/2019 15:45 -8.941683 53.151315 1.79 23.2 6.4 0.8 8.5 

ST4 06/04/2019 16:02 -8.949191 53.159132 2.81 30.9 4.3 0.6 7.1 

ST5 06/04/2019 16:25 -8.957427 53.165856 3.67 32.4 3.9 0.6 6.2 

ST6 06/04/2019 16:43 -8.963944 53.17228 4.63 33.5 3.6 0.4 9.3 
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Appendix 16: 223Ra and 224Ra data for Killary Harbour. R1 = Bunowen, R2= Erriff, R3 = 
Bundoragha 

Station Date Time X Y Distance from river 
Erriff 

Salinity 224Ra (dpm 
100L-1) 

223Ra (dpm 
100L-1) 

224Ra/ 
223Ra 

1D 24/08/2017 09:50 -9.856568 53.622383 14.83 39.1 3.0 0.4 7.7 

1S 24/08/2017 09:35 -9.856568 53.622383 14.83 25.0 10.3 1.1 9.2 

3S 24/08/2017 10:42 -9.794417 53.604533 12.5 23.8 10.3 0.6 17.1 

4D 24/08/2017 11:50 -9.782892 53.5997 9.9 30.1 10.8 1.2 8.7 

4S 24/08/2017 11:39 -9.782892 53.5997 9.9 20.5 17.8 1.8 9.7 

6S 24/08/2017 13:12 -9.72395 53.601033 3.66 11.0 8.2 0.6 13.4 

EM 24/08/2017 09:02 -9.721692 53.600626 15.89 32.5 4.5 0.5 9.0 

5D 17/02/2018 09:30 -9.721692 53.600626 3.93 0.0 4.5 0.4 10.2 

K16-1D 16/02/2018 12:20 -9.877823 53.630149 15.01 32.1 10.8 1.0 10.5 

K16-1S 16/02/2018 12:14 -9.877823 53.630149 15.01 31.5 30.9 3.3 9.4 

K16-2D 16/02/2018 13:35 -9.857046 53.620501 13.14 32.9 7.5 0.7 10.8 

K16-2S 16/02/2018 13:27 -9.857046 53.620501 13.14 30.0 4.9 0.7 6.8 

K16-3D 16/02/2018 13:35 -9.812439 53.610216 10.26 33.2 17.1 1.2 14.2 

K16-3S 16/02/2018 14:30 -9.812439 53.610216 10.26 21.9 4.5 0.5 10.0 

K17-3D 17/02/2018 08:00 -9.812439 53.610216 8.22 31.8 5.1 0.5 10.2 

K17-3S 17/02/2018 08:00 -9.812439 53.610216 8.22 17.2 16.8 1.5 11.3 

K17-5S 17/02/2018 09:30 -9.721692 53.600626 3.93 10.4 10.5 0.7 14.6 

1S 16/07/2018 08:37 -9.856568 53.622383 13.82 31.1 3.4 0.4 7.7 

2S 16/07/2018 09:18 -9.820283 53.613233 11.14 36.7 4.1 0.7 5.9 

3S 16/07/2018 10:00 -9.794417 53.604533 9.26 33.1 4.4 0.5 8.5 

4S 16/07/2018 10:32 -9.782892 53.5997 8.13 30.2 5.8 0.8 7.5 

5S 16/07/2018 11:25 -9.757333 53.600783 6.36 29.1 9.4 0.9 9.9 

6S 16/07/2018 11:52 -9.72395 53.601033 4.15 32.7 12.4 0.9 14.2 

EM 16/07/2018 08:10 -9.721692 53.600626 15.36 32.6 5.6 0.5 11.4 

R1 - Bunowen 16/07/2018 15:45 -9.778207 53.583583 8.58 0.3 3.1 0.1 26.2 

R2 - Erriff 15/07/2018 15:45 -9.670602 53.615819 0 0.4 3.4 0.1 45.6 

R3 - Bundoragha 15/07/2018 14:30 -9.753155 53.606967 6.38 0.2 2.7 0.1 18.6 

2D 25/10/2018 09:30 -9.789332 53.601092 7.87 32.2 8.9 0.6 14.3 

2S 25/10/2018 09:15 -9.789332 53.601092 7.87 28.6 5.2 0.6 8.5 

3S 25/10/2018 09:45 -9.759552 53.600582 5.89 25.4 8.2 1.1 7.5 

4S 25/10/2018 10:20 -9.722391 53.600944 3.61 26.2 17.2 0.9 18.8 

EM 25/10/2018 08:00 -9.881891 53.63162 15.24 30.1 6.7 0.7 9.9 

R1 - Bunowen 24/10/2018 00:00 -9.778207 53.583583 8.58 0.3 4.0 0.1 29.6 

R2 - Erriff 24/10/2018 14:45 -9.670602 53.615819 0 0.1 9.9 0.2 51.3 

R3 - Bundoragha 24/10/2018 13:30 -9.753155 53.606967 6.38 0.1 8.2 0.1 56.6 

1D 23/01/2019 08:55 -9.817082 53.612233 10.62 34.7 5.2 0.5 9.5 

1S 23/01/2019 08:25 -9.817082 53.612233 10.62 26.6 3.5 0.3 11.4 

2S 23/01/2019 09:15 -9.778845 53.599833 7.7 17.1 7.1 0.4 16.1 

3S 23/01/2019 09:45 -9.758313 53.600483 6.28 12.1 8.2 0.4 20.6 

4S 23/01/2019 10:27 -9.742187 53.600933 5.41 10.8 7.3 0.4 18.5 

6S 23/01/2019 11:30 -9.715354 53.601058 3.49 9.8 10.3 0.4 26.1 
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R2 - Erriff 24/01/2019 14:30 -9.670602 53.615819 0 0.1 3.3 0.2 17.3 

1D 04/04/2019 07:47 -9.817082 53.612233 11.34 34.9 3.1 0.4 8.5 

1S 04/04/2019 07:46 -9.817082 53.612233 11.34 31.7 5.3 0.6 9.0 

2S 04/04/2019 08:40 -9.778845 53.599833 9.38 31.3 7.5 0.4 16.9 

3D 04/04/2019 09:20 -9.758313 53.600483 7.08 33.9 5.9 0.5 12.1 

3S 04/04/2019 09:15 -9.758313 53.600483 7.08 27.6 9.2 0.6 14.3 

4S 04/04/2019 10:00 -9.742187 53.600933 5.58 26.4 13.2 0.6 21.6 

5S 04/04/2019 10:15 -9.73033 53.60095 4.34 26.8 11.8 0.7 17.1 

6S 04/04/2019 10:28 -9.715354 53.601058 3.58 23.3 18.2 0.7 25.7 

7S 03/04/2019 14:45 -9.681944 53.609871 1.2 0.0 32.9 1.1 28.6 

EM 04/04/2019 06:58 -9.881891 53.63162 16.02 34.9 5.4 0.4 14.9 

R1 - Bunowen 03/04/2019 10:00 -9.778207 53.583583 8.58 0.1 3.0 0.1 39.4 

R2 - Erriff 03/04/2019 12:00 -9.670602 53.615819 0 0.1 4.2 0.1 33.7 

R3 - Bundoragha 04/04/2019 13:30 -9.753155 53.606967 6.38 0.1 3.1 0.1 28.4 
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Appendix 17: Radon samples in Killary Harbour 

Fieldtrip Station Date Time X Y 

km from 
river 
Erriff 

Salinity 
(kg m-3) 

222Rn 
(Bq m-

3) 

Stdev 
222Rn 

(Bq m-3) 

Summer 2018 (07) T1 16/07/2018 13:00 -9.85983 53.620311 - 39.3 635 370 

Summer 2018 (07) T2 16/07/2018 15:00 -9.85983 53.620311 - 40.2 37 81 

Summer 2018 (07) T3 16/07/2018 17:00 -9.85983 53.620311 - 30.6 72 83 

Summer 2018 (07) T4 16/07/2018 19:00 -9.85983 53.620311 - 34.7 156 176 

Summer 2018 (07) T5 16/07/2018 21:00 -9.85983 53.620311 - 34.3 86 130 

Summer 2018 (07) T6 16/07/2018 23:00 -9.85983 53.620311 - 31.9 152 196 

Summer 2018 (07) T7 17/07/2018 01:00 -9.85983 53.620311 - 35.0 23 64 

Summer 2018 (07) T8 17/07/2018 03:00 -9.85983 53.620311 - 31.4 231 203 

Summer 2018 (07) T9 17/07/2018 05:00 -9.85983 53.620311 - 31.8 67 133 

Summer 2018 (07) 1D 16/07/2018 08:23 -9.856568 53.622383 13.82 32.1 87 93 

Summer 2018 (07) 1S 16/07/2018 08:37 -9.856568 53.622383 13.82 31.1 294 84 

Summer 2018 (07) 2D 16/07/2018 08:57 -9.820283 53.613233 11.14 34.5 385 184 

Summer 2018 (07) 2S 16/07/2018 09:18 -9.820283 53.613233 11.14 36.7 77 89 

Summer 2018 (07) 3S 16/07/2018 10:00 -9.794417 53.604533 9.26 33.1 214 163 

Summer 2018 (07) 4D 16/07/2018 10:16 -9.782892 53.5997 8.13 30.9 23 64 

Summer 2018 (07) 5D 16/07/2018 10:58 -9.757333 53.600783 6.36 33.1 163 120 

Summer 2018 (07) 5S 16/07/2018 11:25 -9.757333 53.600783 6.36 29.1 421 93 

Summer 2018 (07) EM 16/07/2018 08:10 -9.721692 53.600626 15.36 32.6 142 182 

Summer 2018 (07) R2 - Erriff 15/07/2018 15:45 -9.670602 53.615819 0 0.4 400 397 

Autumn 2018 (10) 1D 25/10/2018 08:30 -9.825283 53.614507 11.2 33.6 25 70 

Autumn 2018 (10) 1S 25/10/2018 08:15 -9.825283 53.614507 11.2 30.7 143 169 

Autumn 2018 (10) 2D 25/10/2018 09:30 -9.789332 53.601092 7.87 32.2 374 261 

Autumn 2018 (10) 2S 25/10/2018 09:15 -9.789332 53.601092 7.87 28.6 95 144 

Autumn 2018 (10) 4S 25/10/2018 10:20 -9.722391 53.600944 3.61 26.2 23 64 

Autumn 2018 (10) EM 25/10/2018 08:00 -9.881891 53.63162 15.24 30.1 345 205 
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Appendix 18: Radon samples in Kinvarra Bay. Values are averages of triplicate samples. 

Fieldtrip Station Date Time X Y 

km 
from 
river 

Salinity 
(kg m-3) 

222Rn 
(Bq m-

3) 

Stdev 
222Rn 
(Bq m-

3) 

Summer 2018 (07)  T10 14/07/2018 01:00 -8.943077 53.166102 - 20.7 1879 392 

Summer 2018 (07)  T11 14/07/2018 03:00 -8.943077 53.166102 - 21.7 3306 667 

Summer 2018 (07)  T12 14/07/2018 05:00 -8.943077 53.166102 - 26.8 3765 1132 

Summer 2018 (07) T1 13/07/2018 07:00 -8.943077 53.166102 - 27.0 857 281 

Summer 2018 (07) T2 13/07/2018 09:15 -8.943077 53.166102 - 32.4 849 297 

Summer 2018 (07) T3 13/07/2018 11:30 -8.943077 53.166102 - 27.9 394 222 

Summer 2018 (07) T4 13/07/2018 13:30 -8.943077 53.166102 - 23.2 2073 491 

Summer 2018 (07) T5 13/07/2018 15:00 -8.943077 53.166102 - 37.1 631 353 

Summer 2018 (07) T9 13/07/2018 23:00 -8.943077 53.166102 - 31.8 264 307 

Summer 2018 (07) BH-AM 12/07/2018 10:15 -8.918775 53.126792 -1.7 7.6 11105 1355 

Summer 2018 (07) BH-PM 12/07/2018 17:30 -8.918775 53.126792 -1.7 1.3 11049 1728 

Summer 2018 (07) EM 12/07/2018 17:51 -8.960208 53.176245 4.89 30.5 1361 193 

Summer 2018 (07) SP 12/07/2018 11:45 -8.92645 53.141673 0 1.6 8177 1743 

Summer 2018 (07) ST1 13/07/2018 17:30 -8.961683 53.162283 3.46 29.8 2091 215 

Summer 2018 (07) ST2 13/07/2018 18:28 -8.938937 53.145213 1.06 29.8 480 193 

Summer 2018 (07) ST3 13/07/2018 18:51 -8.948233 53.155417 2.36 29.1 1776 661 

Summer 2018 (07) ST5 13/07/2018 17:37 -8.954132 53.166427 3.46 29.6 4727 546 

Autumn 2018 (10) T1 22/10/2018 10:00 -8.943077 53.166102 - 30.4 1391 653 

Autumn 2018 (10) T2 22/10/2018 13:00 -8.943077 53.166102 - 28.4 1490 423 

Autumn 2018 (10) T3 22/10/2018 16:00 -8.943077 53.166102 - 28.4 788 270 

Autumn 2018 (10) T4 22/10/2018 19:00 -8.943077 53.166102 - 29.3 3027 575 

Autumn 2018 (10) T5 22/10/2018 22:00 -8.943077 53.166102 - 28.1 1349 374 

Autumn 2018 (10) T6 23/10/2018 01:00 -8.943077 53.166102 - 26.3 3509 479 

Autumn 2018 (10) T7 23/10/2018 04:00 -8.943077 53.166102 - 26.9 1542 533 

Autumn 2018 (10) T8 23/10/2018 07:00 -8.943077 53.166102 - 28.2 1865 753 

Autumn 2018 (10) T9 23/10/2018 10:00 -8.943077 53.166102 - 27.9 2056 844 

Autumn 2018 (10) BH-AM 20/10/2018 10:50 -8.918767 53.126792 -1.7 0.3 3602 1406 

Autumn 2018 (10) BHBlack 20/10/2018 16:45 - - - 0.5 5711 2931 

Autumn 2018 (10) SP 20/10/2018 08:55 -8.92645 53.141673 0 0.5 11747 6883 

Autumn 2018 (10) SPmidhightide 20/10/2018 - -8.92645 53.141673 0 0.0 7851 4316 

Autumn 2018 (10) ST1 21/10/2018 16:30 -8.942543 53.16705 4 29.4 810 345 

Autumn 2018 (10) ST2 21/10/2018 17:00 -8.930507 53.14469 0.5 10.2 2414 874 

Autumn 2018 (10) ST3 21/10/2018 17:30 -8.952848 53.153857 2 26.4 1055 195 

Autumn 2018 (10) ST4 21/10/2018 18:30 -8.968368 53.172163 4.6 30.3 1070 246 

Winter 2019 (01) T1 25/01/2019 17:00 -8.968507 53.171727 - 28.3 546 280 

Winter 2019 (01) T2 25/01/2019 20:00 -8.968507 53.171727 - 29.2 143 135 

Winter 2019 (01) T3 25/01/2019 23:00 -8.968507 53.171727 - 29.2 40 75 

Winter 2019 (01) T4 26/01/2019 02:00 -8.968507 53.171727 - 28.4 291 234 

Winter 2019 (01) T5 26/01/2019 05:00 -8.968507 53.171727 - 26.6 144 160 

Winter 2019 (01) T6 26/01/2019 08:00 -8.968507 53.171727 - 29.2 21 38 
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Winter 2019 (01) T7 26/01/2019 11:00 -8.968507 53.171727 - 27.4 85 111 

Winter 2019 (01) T8 26/01/2019 14:00 -8.968507 53.171727 - 27.5 295 194 

Winter 2019 (01) T9 26/01/2019 17:00 -8.968507 53.171727 - 28.0 67 83 

Winter 2019 (01) BH 28/01/2019 16:15 -8.918767 53.126792 -1.7 0.3 3238 656 

Winter 2019 (01) EM 28/01/2019 12:42 -8.963631 53.180916 5.49 26.4 240 157 

Winter 2019 (01) SedimentSpring 26/01/2019 17:10 -8.92645 53.141673 0 0.0 5120 732 

Winter 2019 (01) SP 26/01/2019 17:10 -8.92645 53.141673 0 0.6 7997 490 

Winter 2019 (01) ST1 28/01/2019 11:28 -8.934121 53.143164 0.56 8.3 5120 732 

Winter 2019 (01) ST2 28/01/2019 11:40 -8.938077 53.14554 0.96 6.2 784 284 

Winter 2019 (01) ST3 28/01/2019 11:55 -8.941101 53.151073 1.63 7.9 3366 1012 

Winter 2019 (01) ST4 28/01/2019 12:08 -8.947829 53.158552 2.59 17.6 1001 510 

Winter 2019 (01) ST5 28/01/2019 12:19 -8.954884 53.165489 3.53 25.6 116 161 

Winter 2019 (01) ST6 28/01/2019 12:32 -8.962771 53.171481 4.39 26.1 327 365 

Spring 2019 (04) T1 07/04/2019 12:50 -8.968507 53.171727 - 18.4 1039 262 

Spring 2019 (04) T2 07/04/2019 16:00 -8.968507 53.171727 - 29.7 675 334 

Spring 2019 (04) T3 07/04/2019 19:00 -8.968507 53.171727 - 30.0 152 207 

Spring 2019 (04) T4 07/04/2019 22:00 -8.968507 53.171727 - 30.9 157 146 

Spring 2019 (04) T5 08/04/2019 01:00 -8.968507 53.171727 - 28.6 591 310 

Spring 2019 (04) T6 08/04/2019 04:00 -8.968507 53.171727 - 28.5 566 298 

Spring 2019 (04) T7 08/04/2019 07:00 -8.968507 53.171727 - 29.7 229 195 

Spring 2019 (04) T8 08/04/2019 10:00 -8.968507 53.171727 - 29.0 250 98 

Spring 2019 (04) T9 08/04/2019 13:00 -8.968507 53.171727 - 27.1 296 163 

Spring 2019 (04) BH 08/04/2019 15:00 -8.918767 53.126792 -1.7 0.2 11926 649 

Spring 2019 (04) EM 06/04/2019 16:58 -8.962164 53.181533 5.72 31.9 342 208 

Spring 2019 (04) SP 07/04/2019 14:00 -8.92645 53.141673 0 0.4 7496 2012 

Spring 2019 (04) SPDown 08/04/2019 13:30 -8.92645 53.141673 0 0.0 8203 1103 

Spring 2019 (04) SPUP 08/04/2019 13:30 -8.92645 53.141673 0 0.0 5554 1525 

Spring 2019 (04) ST1 06/04/2019 15:10 -8.935724 53.142924 0.64 12.8 1828 488 

Spring 2019 (04) ST2 06/04/2019 15:32 -8.938942 53.146 1.14 14.3 1483 525 

Spring 2019 (04) ST3 06/04/2019 15:45 -8.941683 53.151315 1.79 23.2 1010 475 

Spring 2019 (04) ST4 06/04/2019 16:02 -8.949191 53.159132 2.81 30.9 186 124 

Spring 2019 (04) ST5 06/04/2019 16:25 -8.957427 53.165856 3.67 32.4 117 117 

Spring 2019 (04) ST6 06/04/2019 16:43 -8.963944 53.17228 4.63 33.5 615 235 

 
 
 
 
 


