
Optimal Control Algorithms for Wave
Energy Conversion

Author:

Giacomo Politi

Supervisor:

Prof. Biswajit Basu

Thesis submitted to the University of Dublin, Trinity College for the degree of

Doctor of Philosophy

June 2022



2



Declaration of Authorship

I, Giacomo POLITI, declare that this thesis titled, “Optimal Control Algorithms for Wave Energy

Conversion” has not been submitted as an exercise for a degree at this or any other university and

it is entirely my own work.

I agree to deposit this thesis in the University’s open access institutional repository or allow the

library to do so on my behalf, subject to Irish Copyright Legislation and Trinity College Library

conditions of use and acknowledgement.

I consent / do not consent to the examiner retaining a copy of the thesis beyond the examining

period, should they so wish (EU GDPR May 2018).

Signed:

Date:

3



4



Abstract

The aim of this thesis is to design control strategies with the objective of power maximization

for point absorber (PA) type of wave energy converter (WEC) devices, considering non-linearities

and physical limitations on operational conditions. Novel formulations were developed for control

algorithms to address some of the open challenges in wave energy conversion systems. Specifically,

the areas of contribution are in the development of multi-resolution control, Linear Matrix Inequal-

ities(LMI)-based control, control for nonlinear systems/time-varying systems and observer-based

control. Multi-resolution control has only recently been proved successful in engineering but its

application in the area of ocean energy is still unexplored. The broadbanded nature of sea waves is

a perfect match where such approach and controllers are useful. A wavelet domain linear quadratic

regulator has been formulated for WEC in this thesis, which assign appropriate weights emphasis-

ing the frequency bands of importance and an optimal solution is sought for control. LMI-based

control instead has seen a substantial recent establishment in tackling multi-objective optimization

control problems. The design of a WEC presents often many contrasting requirements, which can

be effectively addressed by LMI-based control. These constraints can be either bounds on actuator

forces or limitation on displacement strokes of Power-Take-Off systems. The feedback controllers

designed with this feature in this thesis, enforce the energy harnessing requirement by the mini-

mization of a performance index, conveniently represented by an H2 and H∞ norm of a transfer

function. Another aspect considered in this dissertation is deveopment of controllers in the pres-

ence of WEC non-linearities. Nonlinear effects in modeling a PA are often too computationally

demanding with respect to the design of control strategies, as they are to be computed in real

time. This is one of the reasons why linear theories are so widely used in literature. Sometimes

though, non-linearities can be significant and bring only a small additional computational bur-

den, so control theories able to consider them will be successful. A control methodology based on

a time-varying state space formulation is proposed which solves the Riccati differential equation

forward in time. Remarkable improvements are seen compared to the standard LTI control. A fur-

ther improved forward Riccati differential equation based controller in multi-resolution framework

is also developed and advances the method. Multi-resolution strategies are seen to enhance the

power performance by about 12% with equivalent control forces involved. With the application of

constrained LMI-based control a significant boost of over 40% in energy harnessed was achieved for

a given site. Application of nonlinear Forward Riccati Equation control demonstrates a three-fold

boost in power for a given sea environment, with the application of the same magnitude of control

forces.
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Chapter 1

Introduction and Literature Review

This chapter provides the motivation behind the research conducted in the thesis and also presents

some general background to the work. A broad review of the topics involved is given including

the state-of-the-art in the related field of research performed. The contributions are articulated

with respect to the research gaps identified and the achievements in the thesis are highlighted.

The chapter also outlines the main aim and the objectives of the research, and concludes with an

overview of the individual chapters and the structure of the thesis.

1.1 Background and Motivation

Economic sustainability of ocean wave-energy extraction is still the most pressing issue to be

addressed in order to make this kind of resource commercially viable. One of the reasons why

research has moved at a slower pace on wave energy, compared to other renewables as wind and

solar, is the nature of the resource itself. Wave energy is in general a very dense source, as

the amount of energy per square meter on the surface of the ocean can be even one order of

magnitude higher than the solar energy present in the same area. Higher energy density though,

requires the devices to be more resistant to be able to withstand the harsh and at times possibly

damaging sea environment. Moreover, the most energetic areas are usually in remote parts of the

sea, quite far away from the coast. This increases dramatically the costs of installation, operation

and maintenance as well, given the necessity for moorings for deeper waters and longer power

transmission cables to reach shore.

Oscillating body wave energy converters (WECs) absorb energy by means of the mechanical

work done by the wave forces on oscillating structures. The power-take-off (PTO) applies a me-

chanical force on the body and converts part of the kinetic energy into a different form, such as

electricity.
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In the design of every feature of a WEC a key role is played by mathematical models, which are

used as a main tool to estimate the devices response in terms of motion, power produced, and struc-

tural loads. Mathematical models are often at the very base of control algorithms development,

needed to ensure the most convenient response of the devices to given conditions. The motivation

of this thesis is in developing novel control design methodologies that can be readily applied to

functioning devices in real time based on these mathematical models, so that the efficiency of the

devices can be ultimately increased, bringing down the so called Levelized Cost of Energy. Ac-

cording to Ocean Energy Europe [1], in can be reduced to 110EUR/MW by 2030 for wave energy

sources. In other words, control algorithms are meant to enhance wave energy extraction to even-

tually increase the competitiveness of the resource with the other renewables and with standard

non-renewable sources. Mathematical models in wave energy converters are naturally developed

from traditional ocean engineering theory, where it is common to use linear models. This is mainly

due to computational convenience, since the inclusion of one or more nonlinear effects normally

requires a substantial increase in complexity and computational time. While this is generally not

an issue with system of this complexity, it can become a critical matter when nonlinear effects are

more thoroughly accounted for. This is definitely true when the WEC is allowed to oscillate in

several Degrees of Freedom (DoF) or when a number of WECs are considered, where the compu-

tation of the hydrodynamic coefficients and system identification has to be carried out for each

oscillating mode and for all the combinations between two oscillating modes. 1

Unless accurate results are needed, for example on extreme events or loading studies, where

fully-nonlinear CFD (computational fluid dynamics) or SPH (smoothed-particle-hydrodynamics)

are used, it is convenient to prioritize the shortness of the computation time to allow the strategies

to act in real time. Hence, the algorithms presented in this thesis are chosen so as to be suited

for real-time implementation. This is eased by the latest technological achievements in processors

industry. However, experimental testing and actual application of the algorithms presented onto

real devices is left for future work. The interest of the writer was to embrace some of the existing

issues which were believed to most severely limit the successful application of some existing control

methods, and address them to make them viable for wave energy devices.

Another aspect of the studies in this thesis eventually questions the application of linear control.

As discussed, a variety of effects can introduce nonlinearities in the model of a WEC, from the

PTO to the fluid body interaction. While it is often reasonable to assume a linear behavior for the

radiation forces, some studies have shown a wide disparity between linear and nonlinear models

in terms of excitation forces [2], viscous forces [3] and hydro-static restoring forces [4]. This is

particularly obvious in the case of the effect of a nonlinear restoring force on a standard geometry

1i.e when symmetry cannot be exploited, computations have to be carried out n+ n(n− 1)/2 times, where n is
the number of oscillating moved of each device multiplied by the number of devices
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Figure 1.1: Energy transfer through an oscillating body wave energy converter

such as a sphere. When applying a linear control strategy, the performance deteriorates quickly and

the necessity of an upgraded control method emerges. Work has been done on nonlinear control,

but causal controllers for real time implementation on this kind of devices are still relying on either

linear state space models or frequency-independent approximations of fluid body interactions.

1.2 Literature Review

1.2.1 Wave Energy Converters

Ocean waves as said, happen to have the highest energy density (per unit area) of all the renewable

energy sources [5] and the total power that can be generated around the coast of the whole world

is of the order of 1 TW, similar to the global electricity demand [6]. Recent research has shown

that nearshore waves are only marginally less energetic compared to deep water waves [7]. This

was a main drive to primarily focus on oscillating bodies in nearshore installations [8] for the new

generation of wave energy converters (WECs). The debate on nearshore vs further from shore

installations is still ongoing, but what is certain is that floating WECs drive much of the attention

in the research field.

Point Absorbers (PA) and Oscillating Water Column (OWC) [9] type of devices have emerged

among the most promising technologies proposed worldwide. For this reason they are among

the most studied in literature. The peculiarity of PAs is to be relatively small, linear damped

oscillators excited by ocean waves. They work as floating or submerged bodies, which are put

into motion with a PTO machinery resisting to it. Relative motion between parts ensures the

mechanical-to-electrical energy conversion, and this useful energy can be then transmitted to shore

or to locally charge batteries/storage units. This is in contrast especially with the first generation

of OWC type of devices which was built onshore and which absorbs energy by coupling the ocean

water oscillation to an air turbine through compression and expansion of an air chamber. These

latter technologies are still heavily studied, but as mentioned research is now more pushing towards

floating structure solutions.

Over the last decades, a variety of technologies has been developed with the aim to exploit

this abundant renewable energy. In most devices, the conversion process starts by transforming
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the wave energy into mechanical energy of an oscillating system. Another usual common feature

is the second stage of energy conversion, where the floating or submerged oscillating bodies drive

a PTO mechanism, where the mechanical power is transformed into electricity in a way that is

very much dependent on the technology of the machinery [10]-[11]-[12]-[13]. See Fig. 1.1 for a

schematic representation of the energy conversion stages: the energy is transferred from waves to

the prime mover by means of the work done by the incoming waves (Wexc), called excitation force.

Neglecting the losses, some of the energy is returned to the sea by the radiation effects (Wrad)

and part is absorbed by the PTO. A fraction of the energy absorbed by the PTO is delivered to

the electrical grid by means of the work performed by the generator (Wgen) and the other fraction

may be returned to the oscillating device.

According to the classification made in [14], there exists a third category of floating WECs,

namely the so called overtopping devices, which is not discussed in the present thesis (see Fig.

1.2 for the classification). A comprehensive description of wave energy conversion technologies can

be found in [15]. In the next section we will start by briefly introducing the first category, which

is only mentioned in this thesis, the OWC. It is found relevant, as some of these devices can be

modelled also as multibody-PA, so they possess few of the same properties and satisfy dynamic

assumptions of single-bodied PA in linear domain.

Oscillating Water Column Devices

OWCs are among the first yet still regarded as some of the most promising concepts in the WECs

literature. Many different solutions have been evaluated. An extensive literature exists in [12].

As mentioned, a main distinction can be made between fixed and floating structures, but in all

cases this structure open to the sea underneath, traps the air above an inner free surface. Wave

action then compresses and decompresses the trapped air (see Fig. 1.3(a), where a floating OWC

is schematically represented) creating a time-varying pressure at the air-water interface. The air is

then forced through a turbine, coupled with a generator. The most common type of turbines used

are the bidirectional Wells turbines (see Fig. 1.3(b)).

As anticipated, some of the floating OWC devices keep some of the properties of the PA. This

highly simplifies their modelling, and the concepts behind control and optimization procedures can

be easily extended or replicated. These devices are known as spar buoy type. A full characterization

of this kind is given in [17]. In [18], we can see how the dynamics of a two-body device exactly

resembles that of an OWC, limited to wave-to-inner surface motion.

Spar-buoy-OWC kind of devices are to be controlled as well for optimizing their power perfor-

mance at sea and their dynamics will determine the most effective way to do so. There are some

strategies which are common to PA type of devices. One of the most known is latching. In [19]
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Figure 1.2: Categories of wave energy converters [14]

Figure 1.3: Schematic diagrams of (a) Oscillating Water Column and (b) Wells turbine. Image
courtesy of [16]
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Figure 1.4: Schematic representation of the floating and fully submerged WECs that extract energy
from oscillations in heave [26]

the application of latching control to a model of spar-buoy-OWC is discussed. However, the use

of a special type of turbine and a receding horizon technique is needed though for a successful

application.

Optimization of the shape of spar-buoy-OWC type of devices is made in [20] based on the

maximization of wave energy extraction over real sea spectra. The system is modelled in frequency

domain with dynamic constraints.

An interesting characterization worth mention is about a novel radial self-rectifying air turbine

for this type of devices, explained in [21] and [22].

Studies on air chamber pressure models are undertaken in [23]- [24], as well as evaluation

of combined efficiencies of the turbine and the generator in the electrical power output. Three

performance indicators for air chambers have been introduced by [25].

Point Absorbers

textcolorredPoint Absorbers are central to this thesis, and the methodologies presented are applied

to this kind of device. It is perhaps the simplest and for this reason the most studied class in

literature. The broadest variety of results is available on its hydrodynamic modelling, geometrical

optimization studies, material technologies, power-take-off machinery and of course control [6].

This makes comparisons and evaluation of control strategies straightforward. These are the main

reasons behind this choice.

Among PA devices, designed to capture wave energy regardless of the direction of the wave
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propagation, a sub-category is constrained to move only in the vertical direction, and the en-

ergy is harnessed from the motion relative to the seabed or to some submerged reaction body.

Wave-structure interaction of such devices was tackled since the early days [27]. In Fig. 1.4 a

representation of a floating and fully submerged PA device is provided.

Nowadays, potential flow theory is the most useful and popular numerical tool for modelling

Wave Energy Converters; radiation/diffraction velocity potentials are easily calculated by boundary

element method (BEM) solvers, using a discrete number of sources on the surfaces of the submerged

bodies so as to fulfil all boundary conditions. Evans applied potential flow theory for regular waves

to analytically study the hydrodynamics of oscillating body WECs [28]. Researchers contributed

to potential flow algorithms throughout the years to model various types of oscillating body devices

[29]-[30].

Assuming small body motion and a linear PTO dynamics it is possible to model numerically the

WEC in frequency domain, using potential flow theory. In [31] the frequency domain approach has

been used to analyse the power output for a two-body heave PA. Although the frequency domain

analysis is relatively simple, one of the main drawbacks of its utilization is the impossibility to

handle non-linearities, be they structural or of any other type. Besides, it is not possible to model

the response of a device on a (real) broad-banded sea using frequency models. Control on a

wave-by-wave basis is equally not possible.

It is hence necessary to perform a time domain analysis. The equation of motion for marine

structures was initially proposed in [32], using potential flow theory. The equation contains a causal

convolution integral to include the "memory effect" of the radiation damping. Approximations to

this convolution term are now usually adopted, so that the integro-differential equation becomes

an ordinary differential system, at the expense of introducing additional state variables [33]-[34].

In [35] the impact was studied of a nonlinear Froude-Krilov(FK) force on the dynamic response

and power output of a cylidrically shaped and a spherical PA in regular waves. It was found

that the FK force influences only marginally WECs with a constant cross-sectional area, while it

affects significantly devices with a varying cross-section. This is one of the main subjects studied in

chapter 3, where a control strategy developed for weakly-nonlinear models is successfully applied

to a model of spherical Point Absorber.

The power take off unit

The PTO is designed to transform the energy associated with the oscillation of the primary hy-

drodynamic mover to a flow of energy with the right characteristics for being delivered to the

electrical grid. There are a number of difficulties in this process that depend very much on the

technology used. The power amplitude varies in time, but it must satisfy stringent requirements
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Figure 1.5: Block diagram of common PTO configurations [14]

(power quality) to be effectively delivered to the grid.

In particular, wave power is oscillatory by its nature, and the frequency and amplitude of

those oscillations depends on stochastic meteorological factors. For this very reason the PTO

always has to contain a rectifier and an element of storage: the rectifier is used to produce an

unidirectional energy flow compensating the alternating nature of wave power, and the storage is

used as decoupling element between the random source (waves) and the destination (grid).

The block diagram shown in Fig. 1.5 summarizes the structures of common PTOs. The slow

alternating motion of the oscillating body will have to be transformed into an electric signal with

constant voltage and frequency. The figure should be read from left to right. Depending on the

device and the mode of oscillation, also the alternating motion can be linear or rotary.

The energy associated with the oscillating motion can be converted directly into an alternating

current by using linear or rotary generators. The electrical rectifier and storage in this case produce

a smooth DC signal, while the inverter generates the AC signal suitable for grid connection. If the

mechanical energy is directly converted into electrical this is known on generators as direct drive;

fewer components are required in this case, with better reliability and efficiency. Unfortunately

large-dimensions generators are usually necessary to combine the slow motion of the primary

absorber to generate the necessary PTO forces.

Hydraulic components can be used to transform the energy thanks to an alternating flow of fluid

(oil), smoothed and rectified by accumulators and valves to drive a hydraulic motor at constant or

variable speed. Depending on the motion of the hydraulic motor, if the speed is constant, then it

can be connected to a synchronous generator, which usually provides good smoothing thanks to the

inertia of its rotor. If needed, a flywheel can be added. If the speed is variable, then the hydraulic

motor can drive the electrical generator at higher speed than a direct drive. The consequence is

that the electrical generator is smaller than the one for a direct drive.
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Reaction Force

An important characteristic for the classification of PTOs is their capability in terms of the force

that they can generate. In fact, the amount of energy transferred by the primary absorber to the

PTO can be controlled by acting on the PTO force. If a WEC is equipped with a control system

which optimises the energy flow through the device, the control system usually acts on the PTO

force to pursue this objective. Hence, the characteristics of the PTO are important for the energy

absorption performance of a WEC. The capability of the PTO to exert the exact force specified

by the control system is fundamental for the implementation of control algorithms. Direct drive

solutions are characterized with good characteristics and dynamical properties. In fact, as assumed

throughout this thesis, it is known that the force/torque exerted by the electrical generator can

be controlled by acting on the current flowing through the coils. A wide choice of well established

commercial solutions is available.

Another important characteristic is the bidirectional power capability, i.e. to reverse the energy

flow from the PTO to the primary mover, and back to the water. This is more commonly called

reactive power. The property is required by many control techniques for improving wave energy

absorption. A PTO with this property is known as active PTO, while when it is not capable of

this, it is known as passive. Passive PTOs are obviously simpler and cheaper.

1.2.2 Control of WECs

To be cost-effective and to produce a significant amount of power, WECs should be able to har-

ness energy under different wave conditions. This means that the device should be able to work

efficiently over a wide range of frequencies according to the shape of the wave spectra. To this end,

control systems can be designed to adapt the dynamics of the WEC to the spectral characteristics

of the waves for different sea states [36]. Classical control for wave-energy devices mainly aims

at tuning the resonances of the devices at the wave peak frequencies [37]. A by now well known

condition (see e.g. [38]) is indeed that the control action at optimal tuning should enforce the

velocity of the device to be in phase with the excitation force.

However, it turns out that for real sea spectra, these techniques are not that efficient as they

don’t allow real time control on a wave-by-wave basis [39]. The main drawback resides in the

noncausality of the involved transfer function as the application of controllers requires knowledge

about the future motion of the device [40], [41].

The present and following paragraphs provide an overview of the control methods introduced

in the literature for the control of WECs. First, we briefly recall the principles of reactive control.

Then, control strategies are described, which share the common objective of the maximization of

absorbed energy when no restriction is applied. Control strategies which instead take into account
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constraints imposed by the physics of the problem are cited in the following paragraphs.

Reactive Control Overview

A control strategy resulting from some form of optimization is generally known as optimal control.

Typically, the goal consists in maximizing the absorption of average power. In particular, the

so called phase and amplitude control, and the reactive control (or impedance matching control,

also known as complex conjugate control) aims at letting WECs absorb the maximum amount

of energy from waves when the system is linear (as the models implemented in this thesis). The

two control strategies lead to the same results in terms of motion, forces and converted power,

following however, different procedures. Both require future knowledge of either the device motion

or the wave force excitation. So both reside behind the drawback of noncausality. Phase and

amplitude control calculates a reference velocity from knowledge of the excitation force. Reactive

control calculates the PTO force from the velocity. In Fig. 1.6, a monochromatic wave impacts a

vertical cylinder (the hydrodynamic model is discussed later in chapter 2); there we see the effect

of reactive control on different quantities.

No further details are given on this matter. We limit ourselves to conclude that the reactance

of the PTO is generally non-zero and this means that during some time intervals the PTO returns

power to the oscillating body. In addition, large fluctuations of absorbed power are observed, as

well as a large ratio between peak power P̂ and average power P̄ . In order to make this possible,

the PTO requires expensive components and this might reduce the economical convenience of the

reactive control when applied on a WEC.

Typically, the amplitude and the phase of the force are controlled by adjusting some pro-

portionality constants such as load spring, load damping and load inertia: this is the essence of

complex-conjugate control. The effects of irregular waves on complex-conjugate control are anal-

ysed in [42] and [43]. Implementation of the technique requires predictions or measurements at

distance from the device. The efficiency of these prediction techniques are studied in [44] and [45].

Causal approximations to the previous relationships are advantageous for several reasons. First,

the overall control architecture is significantly simplified and, consequently, the related computa-

tional complexity reduced, easing a real-time implementation. Moreover, the uncertainty related

to the prediction techniques is avoided. Causal approximations to the relations between the wave

force and the wave elevation have been proposed by several authors [46],[47]. Non-predictive control

has been implemented in [38], [48].

In [47], the authors developed an optimal causal control system of three DoF (surge, pitch and

heave) based on a Linear Quadratic Gaussian (LQG) regulator. The control requires only the

knowledge of past measurements and the spectral characteristics of the sea. They also discuss the
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Figure 1.6: Position (η), velocity (η̇), excitation force (fe), PTO force (fPTO), total absorbed
power (P ), average absorbed power (P̄ ) on a vertical cylinder with model described in chapter 2,
using reactive control, for monochromatic waves with period T = 8s. The grey area (R) indicated
the PTO working in reactive mode.
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Figure 1.7: Latching control to tune the phases of the heaving velocity and the excitation force
(a), latching control for a system subjected to irregular waves [52]

power factor for both reactive and causal control.

Latching and declutching control

Latching and declutching control strategies are the main tools used by methods based on the

imposition of phase conditions.

The latching control proposed in [49] is an open-loop strategy. It is one of the most investigated

and certainly one of the simplest methods [50], [51]. The idea is to latch the absorber motion when

the velocity is zero and release it when the velocity and wave load are in phase, so that mechanical

energy is supplied to the absorber (see Fig. 1.7). It was proven that latching control is very

effective for oscillating-body WECs.

The fundamentals of latching control are presented in [53] and in the review of wave energy

conversion [54]. The application of latching control to a heaving hemisphere has been discussed in

[55] and [56], while the effects of latching on the grid have been investigated in [57].

Experimental realizations of latching prototypes are reported in [58] and [59]. The results from

wave-tank testing are compared with a numerical model of vertical cylinder with hemispherical

bottom.

The time interval when the device needs to be locked is called latching time; it is a critical

variable which affects the conversion efficiency. Numerical optimization has been implemented in

[60] to derive the latching duration in random seas.

An extension to latching, named declutching is proposed by Babarit [61] and it is applied to the

SEAREV device to obviate an energy loss occurring in hydraulic PTOs, called Coulomb damping.

Combination of latching and declutching is studied in [62] where a significant increase in energy
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absorption is found compared to a separate latching and declutching application.

Other control strategies

In the early days, optimal control strategies on WECs in irregular waves focussed on the application

of Pontryagin’s maximum principle (PMP) and the numerical solution of the two-point boundary

value problem [63]. PMP was used in [63]–[65]. The main problem of such indirect methods is that

they attempt to solve analytically the necessary conditions for optimality, but they are problem

specific and often with a small convergence region, hence requiring a good initial guess.

More recently, the wave energy community has adopted the popular Model Predictive Control

(MPC) method [66]. Attempts to adopt discrete-time versions of its performance functional (object

of the minimization problem) led to various modifications of the standard formulation, and in

turn to the development of the so called direct transcription method, as generalized discretization

framework.

In [67], the discretization is performed via mean weighted residuals. The first application of

a direct transcription method to a wave-energy problem was reported in [68], which uses Fourier

basis functions (and uses amplitude constraints only) to parametrize the device motion and the

PTO force. In [69] instead, a pseudospectral method is used to approximate the motion and PTO

force using polynomials, accompanied by an additional constraint to enforce periodicity.

A parameter optimization for a generic WEC (with respect to wave climate) is instead described

in [70]. The WEC therein considered is a vertical cylinder with a limited range of motion and a

linear damper. The influence of damping and stiffness are studied for sea state statistics of few

test sites. It shows that the optimized device (under controlled conditions) performs significantly

better.

A stochastic approach for the optimization of the PTO damping and spring coefficients on

a Point Absorber is described in [71]. There, a linear-frequency-domain stochastic model of the

WEC is developed and the optimal values for spring and damping coefficients are calculated once

again by PMP. A device using a nonlinear hydraulic PTO is therein simulated, and the results are

compared with the stochastic model in frequency domain.

In [72], the control of a PA with a linear generator is implemented via a Maximum Power

Point Tracking algorithm. The algorithm compares the average power absorbed during a specific

wave-cycle, and modifies the duty cycle of the electrical power mechanism accordingly. Both

experimental laboratory and ocean results are reported.

Control of the system can be achieved also by adjusting the inertia, as described in [73], where

mechanical amplification of oscillations are pursued by mass modulation, with water as a ballast.

Power production and input-output stability are studied with respect to the mass modulation and
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PTO damping.

Filter-design principles have been used to implement a wide bandwidth controller in [74], which

aims at improving the independence of absorption performance from the sea conditions of the site

where they are deployed. The authors claim that the wide-band response of the controller do not

require a real-time tuning. In the present thesis, power maximization is always studied under the

assumption of known sea-state conditions. This means that variations of such conditions always

imply different control configurations. Although real ocean waves are, by nature, non-stationary

phenomena, sea states are recognized to be slowly time-varying processes, meaning that their

defining parameters are not altered more often than every few hours. It is believed that the slowly

varying assumption of sea phenomena, justifies the philosophy of adjusting the control layout,

when the spectral properties of the sea change substantially.

To conclude, it is compelling to mention the so called survivability control strategies. When

the conditions of the sea become too severe, the control systems are generally programmed to shut

down the device, in order to protect it. However, deciding when to deactivate the system is not

obvious. In [75], the author claims an increase of the average annual power production is safely

obtained, if the control system prevents to deactivate the device when not strictly necessary.

Constrained control

The optimal control problem in the real world always involves some form of sub-optimality, due

to the uncertainty in the estimation procedure or other unforseen variations. Many authors who

make use of non-causal techniques, have dealt with it by including auto-regressive models, receding

horizon, or the well established MPC (the application on a PA model was presented in [66]). All

of these strategies are, to some extent, sub-optimal. This means that a slightly smaller response

and power output is to be expected compared to optimality. Nevertheless, external conditions are

likely to push the device to operate beyond the physical limitations of the WEC, if no constraints

are included.

Wave-energy converters contain mechanical components with limited operating ranges, may

they be hydraulic PTOs or other machinery. These ranges necessarily involve force capabilities,

length of strokes, velocities and other quantities, depending on the PTO device.

MPC still seems one of the most promising techniques in handling constraints but challenges still

exist for its implementation at a practical level. The well known challenge of real-time computation

with MPC is discussed in [76]. It was found that the performance of the MPC algorithm as well

as of the receding horizon pseudospectral optimal control is found to suffer from high sensitivity

to the approximation quality of the radiation force.

Beside MPC, handling constraints alongside the main objective of the controller is a task that
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many authors have dealt with in many ways, starting from [77]. The possibility to cast them

together in the same framework and build a multiobjective optimization was considered in [78] on

a PA device. The problem was written as a LQG control, with the interesting property of being

causal. Linear Matrix Inequalities (LMIs) were used to express the multi-objective optimization.

The hard constraints were formulated in terms of variance, or more specifically the objective

function included a penalty term proportional to the variance of the constraint violation.

In [77] a sub-optimal control law for WECs considering nonlinearities and constraints was

presented, based on adaptive dynamic programming. Adaptive dyanamic programming was applied

to solve the associated Hamilton-Jacobi-Bellman equation and the optimal cost and control force

values are approximated with the help of a neural network.

There exists a rich literature on optimal constrained control strategies, but it mostly deals with

frequency domain models and/or monochromatic waves, hence strategies not readily applicable to

real devices. Eidsmoen [79] has presented a constrained version of the optimal controller, using

Lagrange multipliers. The extracted power is obviously reduced when the stroke excursion limit

is considered (compared to the unconstrained case), although the machine conversion-efficiency is

seen to increase, meaning that the output energy is higher if compared to the total energy passing

through the system.

Comparison of controllers

Literature on comparisons of control strategies is not missing as well. It is evident, that as a sub-

optimal strategy latching control performs worse than the optimal control, however it performs

substantially better than passive control. Detailed comparisons can be found in publications by

Falnes [58] and [59].

A number of control methods are evaluated and compared in the publication by Hals [39], in the

context of a model of heaving PA. Comparisons are made between model-predictive control, gain

scheduling and extremum seeking, phase control by latching and clutching, linear damping and an

approximate velocity tracking. Discussions are made with respect to the absorbed power, reactive

power, implementation complexity, all based on simulation results. Strengths and weaknesses

of each method are presented, suggestions on how to implement those controllers are provided,

including tuning and constraints handling.

Control strategies can also be assessed with respect to the mechanical fatigue imposed on the

machines they are implemented on. An analysis based on the accumulated fatigue damage metric

[80] was carried out in a model of the Wavestar device, where the PTO is reduced to a mass-spring-

damper. By tuning the controllers to different sea states (instead of keeping the configuration to a

single setting) it was shown that the power production increases, but at the cost of a much larger
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accumulated fatigue damage factor.

1.2.3 Advanced control strategies

Conventional control strategies for WEC devices have been broadly introduced in the previous

section. Now, we present some more advanced control strategies relevant to this thesis. These

are: multiresolution control, nonlinear control, LMI-based control and observer based control with

regard to constrained wave energy conversion systems.

Multiscale Control Strategies

A relatively new class of controller, central for this thesis is that of the so called multiscale or

multiresolution control strategies. As the name suggests, it is based on multiresolution analysis

(MRA) or multiscale approximation. MRA is the design method of the most practically relevant

Discrete Wavelet Transform (DWT). It was introduced by Stephane Mallat and Yves Meyer in 1988

and extensively treated by Mallat [81]. In the last decades, a few forward steps have been made in

the application of PID to control theory, but there is still much to be investigated. In [82] it was

shown that wavelet theory could be applied to a controller and thanks to the decomposition of the

error signals into signals at different scales, the controller was able to show better noise rejection

and smooth control performance than a PID. In [83] a multiscale PID control was also used for

dynamic positioning of vessels under noise and environmental disturbances. The performance

compared to a conventional PID with acceleration feedback, was again highly improved.

In [84], MRA was applied to slowly TV systems. A modified optimal control problem in a

linear quadratic regulator (LQR) form was constrained to a band of frequency in wavelet domain.

The band-dependent control-gain matrices obtained were applied on filtered time signals over an

interval between initial time and current time. Thanks to the perfect decomposition/reconstruction

property of MRA, the controller proved to be effective on the damping of forced vibrations even

when basic LQR control fails. In [84] this controller is upgraded to an online formulation, so

that the weights are updated in real time. It is demonstrated that the displacement response of

vibrations is further significantly reduced for both single degree of freedom and multiple degrees

of freedom systems.

The employment of multiresolution controllers though is still limited and much has to be dis-

covered on their application. For example, no wavelet based control algorithm has been yet applied

on wave energy devices.
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Control of nonlinear WECs

Here we give some insight on the literature available on nonlinear effects in WEC models, and the

role control strategies have. In the marine environment, nonlinearities have multiple causes, start-

ing from the resource [85], the wave-device interaction [86], [2],[87] and the power take off system.

Depending on the type of WEC and PTO, these nonlinearities can become significant, especially

when the objective of control strategies is to amplify the device motion in order to maximize the

power. A few studies have shown substantial differences between linear representations and exper-

imental tests [88], compared to fully nonlinear models [89], or partially nonlinear models [2]. The

computational effort usually increases noticeably with the number of nonlinear effects considered

in the model while the gain in accuracy depends on the relevance of each of those [90]. The effect

of nonlinear forces on WEC models has been investigated thoroughly in [91]. In [90] it is suggested

a scenario where the behavior of WECs is summarized into three main regions: linear, nonlinear

and highly nonlinear, depending on the ranges of motion. In [92] it is shown that nonlinear models

are definitely needed in order to keep a good accuracy, especially when the devices operate close to

resonance. Subsequently, WEC devices need an upgraded control methodology as well when the

linear model description is not enough. In [77] it is shown how nonlinear controllers can make a

significant difference even on the simplest devices.

LMI-based Control

Linear-matrix inequalities emerged in the 1990s as a powerful tool for optimal feedback design [93].

LMI-bsed control attracted a lot of interest since a wide variety of problems could be reduced to

a few standard convex or quasiconvex optimization problems. These optimization problems could

be solved very efficiently with recently made available codes based on interior-point or primal-dual

techniques [94]. Applications of LMI-based control involve, just to mention a few

• construction of Lyapunov functions for stability and performance analysis;

• optimal system realization;

• interpolation problems, including scaling;

• multicriterion LQG/LQR;

• expression of H2-H∞ constraints;

We are going to place our interest mostly in the last two points.

As far as energy harnessing is concerned, in [95] it is shown how an LMI-based control allows to

cast in the same multi-objective optimization different contrasting objectives related to a suspension
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systems for cars. In particular, the energy maximization objective, can be expressed in terms of

an H∞ constraint.

For wave energy applications instead, in [78], Scruggs employs LMI-based control for a con-

strained power maximization problem of a WEC subject to linear dynamics. The strategy manages

to cover simultaneously the two objectives of power maximization and the limitations (on displace-

ments, force and voltage levels etc.). In [96], it is seen that hard constraints can be cast into the

same LMI optimization with the concept of reachable sets in state space ellipsoids defined by a

quadratic storage function. By avoiding saturation effects, the maximization of power criteria is

simultaneously satisfied.

As seen in [5], in wave-energy-conversion systems and especially when applying control algo-

rithms for power maximization, the required responses often stretch outside the linear regime and

constraints are likely to be needed.

In other wave energy applications, LMI-based control is applied in the context of robust con-

trol: in uncertain systems, the uncertainty input/output channel can be approached with a H∞

norm minimization. The minimization can be solved together with the usual power maximization

objective thanks to the multi-objective formulation allowed by the LMI form. In [97] the controller

is constrained to be stability-robust to unstructured uncertainties. The solution though results

non-convex, requiring an iterative process to arrive at a local optimal solution.

Observer Based Control of WECs

An observer-based controller is a dynamic-feedback controller with a two-stage structure. First,

the controller generates an estimate of the state variable of the system to be controlled, using the

output and known input of the system; next the state estimate is treated as it was the state of the

system itself and used as a static state feedback. In real applications, controllers are always of this

kind.

In order to generate state estimates, what is needed is measurements. Measurements are all

what can provide information to the control decision maker on short-term, medium-term or long-

term time windows. In case of feedback control of WECs, measurements have to be conducted

constantly, and the ability of the sensor to provide accurate frequent measurement data is crucial.

The publication [98] reports the state of the art of the current measurement equipment used on

open-sea trials. An obvious conclusion to that is that it is not trivial to measure any entity at sea,

and almost every project that have reported their measurements at sea have also reported some

kind of problem encountered due to the marine environment, may that be broken buoy lines [99],

electrical equipment [100] or simply the difficulty to adjust to new conditions [101].

When it concerns measurements on the WEC devices themselves, things become even more
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complicated as there are even fewer data collection systems for the specific needed entities in control

mechanisms. The most common quantities measured are perhaps electric power, air pressure,

device motion and acceleration. The measurement methods also can be very different (GPS, linear

position sensors, accelerometers, optical systems).

Feedback control strategies as said, need access to signals updated in real time, and for their de-

ployment it is fundamental to have measurement equipment able to provide those signals to the con-

trollers. Knowing exactly what measure is available and what not, and how accurately/frequently

can be measured is fundamental on a general basis.

Bilinear Matrix Inequalities Constrained Observer Design

Observer design of linear systems is highly complicated by the introduction of hard constraints.

In [102] a method is proposed for a linear system with limitations on the input. The observer

parameters are optimized with respect to the system performance and some assumptions on the

solution make it possible to obtain an LMI formulation, from which the computation of the observer

gain is straightforward.

When multiple hard constraints are to be taken into account, despite the main system being

linear, the observer design is shown to be Bilinear Matrix Inequalities- (BMI) based. Less literature

is available on the solution of BMIs and convergence is not granted given that they are in general

non-convex. In [103], the problem of solving BMIs in the optimal control design field (using

successive resolutions of properly defined LMIs) is described. The method is known as "LMI-based

coordinate descent method". The problem is indeed solved independently for each coordinate at

each step using an LMI optimization, while the other coordinate is fixed. No method based on this

idea has been proven to formally converge to the global optimum of the BMI problem, or to a local

optimum in general. It has been, however, shown that one can obtain a sequence of progressively

improved solutions thanks to the successful choice of the initial guess.

In [104], the BMI problem is reduced to that of finding a feasible point in a Biaffine Matrix

Inequality constraint. Hence, it is basically the bilinear version of the Linear (Affine) Matrix

Inequality programming problem. It is approached as a biconvex global optimization problem by

minimizing the maximum eigenvalue of a biaffine combination of symmetric matrices.

Other techniques have been investigated for the solution of BMI problems. Convexification

methods known as sequential convex programming or the nonsmooth maximum eigenvalue min-

imization are introduced in [105],[106]. They show, together with the augmented Lagrangian

approach in [107] that the selection of a feasible initial point can be a nontrivial matter.

In [108], BMI optimization problems are converted to polynomial-time solvable surrogates.

That is shown by developing a family of penalty functions which can be incorporated in the
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objective of the semi-definite programming, using any arbitrary initial point. If the point is close

enough to the feasible set, then the penalized relaxations are guaranteed to produce feasible points

for the initial BMIs.

1.3 Aim and Objectives

The main aim of a WEC controller is to maximize the energy absorbed by the device.

The aim of the present research is to design control strategies for a PA device to maximize the

energy absorbed with real time implementation, considering non-linearities and physical constraints

in operational conditions. Following that aim, the objectives are set as (1) to design constrained

optimal control strategies with state feedback for maximizing induced power; (2) to investigate

the efficacy of the constrained control strategies with generator losses and multiple objectives to

optimize considering varying sea-state conditions; (3) to test the applicability of the constrained op-

timal controllers with the implementation of a suitable observer; (4) to consider the non-linearities

in the device dynamics and design an appropriate controller algorithm; (5) to develop controllers

for WECs manifesting TV system properties which also account for the non-causality.

1.4 Contributions

In this section, we summarize the contributions of the present work.

Two control algorithms for power maximization are presented in the context of multi-resolution

analysis for a linear time invariant PA device. The first algorithm computes a reference trajectory

and it is based on the tracking of such trajectory through wavelet decomposition of the tracking

error signal. DWT ensures to attain a computationally efficient perfect reconstruction of the signal.

The second algorithm explicitly includes a term associated with the electrical power in the objective

function of the optimal control problem. The control is again designed based on MRA analysis

with discrete wavelets. The two methods embrace two common LQ configurations in wave energy

application and simulation results show that the MRA-based techniques are able to outperform

their respective conventional LQ controller.

A non-linear control strategy is developed targeting a PA with time-varying/nonlinear dynam-

ics. A forward propagating differential Riccati equation technique has been formulated in time-

varying/nonlinear environment as the need for system matrices is circumvented. A re-formulation

of the technique in wavelet domain has been proposed and has been shown to effectively boost

the power performance of a PA device with nonlinear restoring force when compared to a multi-

resolution LTI control and a baseline FRE control.

In the context of LMI-based optimization, two novel state feedback constrained (S−H2 and S−
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H∞) control methodologies are proposed following a Maximum Induced Power Control approach.

The multi-objective capability of the control allows to consider constraints, and the performance

index of the minimization based on a causal relation, allows real time implementation. The result

is a dramatic energy harvested gain compared to a more conventional LQ control for a given site,

since LQ control is unable to consider constraints.

1.5 Thesis Outline

The thesis is organized in five chapters following this one.

In Chapter 2 two multi-scale strategies are presented. They are implemented on a linear model

of cylindrical Point Absorber moving in heave. The objective of the strategies is power maximiza-

tion. The model of the device is first outlined, with given approximations on the radiation force as

a finite order state space system, and a causal reduction of the wave elevation/wave force relation

- crucial throughout all the thesis, to ensure causality. The relationship is then also represented

by a finite order state space system. The first method is based on the tracking of a reference

trajectory. The trajectory is obtained via a model-order reduction to keep the control real time

implementable. The second method then follows, based on direct power maximization. Eventually,

numerical simulations provide results on the comparisons between the multi-scale version of the

two methodologies and their corresponding simple baseline control. Discussion between the two

methods is also given. In conclusion, a comparison between the two methods and optimal control

is highlighted.

Chapter 3 deals with the multiscale (forward propagating) Riccati-equation control method.

Since cylindrical devices are known to be accurately described by linear equations, it is preferred

to focus on spherical shapes, where nonlinearities cannot be neglected. In fact, floating spheres

translating in heave present substantial nonlinear effects due to their varying cross sectional area.

The hydrodynamic model of the floating sphere in heave is first introduced, with particular focus

on the nonlinear effects given by the hydro-static restoring force. The control method is then

described in terms of architecture, objective and tuning. Computational cost of the proposed

control methodology is very fast compared to the processing power of available units, so it is

deemed noncritical. Finally, the numerical simulations are presented and results discussed on

the comparison between the proposed strategy, its correspondent simple baseline forward-Riccati

control, and the previously developed linear multi-scale LQ, from Chapter 2.

In Chapter 4, the topic of constrained control is introduced. Whereas control methods in

Chapters 2 and the subsequent Chapter are based on their tuning to ensure that system variables

don’t exceed some limits, in Chapter 4 and in Chapter 5 two methodologies are proposed to ensure
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that this condition is not violated on a varying sea scenario. Their difference lies in the system

norm minimization they employ, being the first following an H2 norm and the second H∞. The

consequences of this difference are highlighted in the results. It is assumed that the controllers

are applied to a cylindrical PA. The two novel control architectures presented are based on the so

called Maximum Induced Power Control concepts to ensure maximum power harnessing. MIPC is

applied based on considerations from the generator dynamics. Generator details are given, from

which the MIPC concepts are recalled and then the implementation of the control follows. The

computation of the feedback control is based on an optimization problem which is mathematically

described by LMIs. The power maximization objective results from the minimization of the H2

and H∞ norm of a performance index. The hard constraints are defined by additional LMIs.

The optimization problem casting these requirements is unequivocally defined. The strategies are

finally tested on simulations with actual measurements data gathered from a site on the west coast

of Ireland. Results are given in terms of average power harnessed for each sea state simulated in

comparison with a more standard LQ control. Overall energy absorption is also computed for the

site. Where constraints are breached, the device is not supposed to be operational so no energy

can be harnessed. At the very end, a closer look to the generator current and velocity of the shaft

is given, to assess their behavior also in relation to limits imposed. Observations regarding the gap

of the controllers from the non-causal optimum are also given.

Chapter 5 deals with constrained optimization and design of the observer based controller for

the PA in Chapter 4. The extension from state-feedback to observer based control is put into

place: the measurement equipment clearly defines the measured quantities. With that in mind,

the observer dynamics and error dynamics are outlined. For unconstrained applications it is usually

enough for the observer to be able to minimize the error. In this case the design of the observer

has to explicitly consider the constraints. The optimization problem for the computation of the

observer gain is mathematically developed. It is not possible to express the problem with LMIs,

but with BMIs. So the procedure used for determining a solution is explained subsequently as a

"LMI-based coordinate descendent method". Numerical evaluation of the found observer is given

in conclusion of the chapter: quantities evaluated are the power performance and the constrained

quantities of generator current, vertical stroke, and speed. A close look to the current-to-speed

relationship is also given to assess its behavior in relation to limits imposed as well.

Chapter 6 concludes the thesis presenting the main findings and provides future research direc-

tions.
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Chapter 2

Multi-Resolution LQ Control

In this Chapter, two competing novel LQ based multiresolution strategies are developed with the

aim of power maximization, for a model of PA. Given the narrow-banded but irregular nature of sea

phenomena the use of wavelet analysis is found to be attractive, for the design of the controller, able

to incorporate the information of the local time varying frequency content of the signals. Hence,

this can be used to target specifications that imply only certain frequency bands. Therefore, with

LQ, the weightings of a conventional controller can be adjusted depending on the bands to be either

suppressed or enhanced. Gains derived from frequency-localized optimization can be applied to

the signals of the decomposed states and the control effort can be distributed strategically among

the different bands.

The first variant of the proposed control strategy uses a reference velocity trajectory that can

be computed offline and obtained with a sub-optimal approximation of the "complex-conjugate"

control [9]. A reduction coefficient is needed to ensure that the displacement values don’t exceed

a chosen limit, to avoid driving the motion towards unrealistic and undesirable excursions, likely

to cause damage to the floating body and overrun the generator capabilities. In fact, theoreti-

cal unconstrained optimization on WECs for maximum power harnessing, is known to result in

dangerously high values of their states, needing reduction means for applicability and safety [109].

LQ controllers indeed, don’t have the capability to include constraints in the problem formu-

lation. Alternative maneuvers, such as manual adjustments of the control tuning, ought to be

followed.

The second variant uses a modified objective function in order to maximize directly the power

output. Wavelet analysis in this case is used to incorporate the information of the local time

varying frequency content of the power signal in the design of the control law.

Numerical simulations are carried out to evaluate the performance of the two control algo-

rithms. In both cases, the MRA controller has exhibited a clear superior performance compared
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to its respective baseline. The use of a fast DWT based algorithm provides exact decomposi-

tion/reconstruction of signals and allows real-time implementation. By narrowing down the control

effort to some chosen frequency distribution, versatility is enhanced, allowing the multiresolution

strategy to outperform the baseline case, where the weighting matrices are uniformly distributed.

An important remark: the novelty of the proposed strategies lays on the control side of the

formulation. Given that standard observers for linear kind of systems can be designed with ease,

the controllers will be of full state feedback-type.

2.1 Point Absorber

As anticipated, frequency domain models describing the dynamics of WECs only work for regular

waves, due to the nature of the radiation force. The integro-differential equation description

(Cummins’ equation) is [32] is to be applied for the successful application of control algorithms

within this thesis. The model of the device where we are going to apply the strategy depicted in

this Chapter, is described in the following section.

2.1.1 WEC dynamical model

The device employed in the studies of this Chapter is of cylindrical shape. Unlike the device in

Chapters 4 and 5 its dimensions are of a reduced scale, which is meant to suitable for laboratory

testing.

The details over the geometry and already the hydrodynamic coefficients typical of linear models

(obtained by a BEM solver) are summarized in Table 2.1. The floating body, as it is common

configuration, is linked through a linear PTO machinery to the seafloor. This machinery’s dynamic

behaviour is approximated and given in Section 2.2.1. This PTO, which performs the mechanical-

to-electrical energy conversion, can be then either connected to the grid or to a storage unit. Details

in this regard are left nonetheless, out of the this thesis.

The relative motion between the body and the seabed is responsible of the induced mechanical

power. The device is supposed to be moving only in its vertical (heave) direction, so neglecting all

the other Degrees-of-Freedom (DoF). We can call its vertical displacement by z(t). A coordinate

system is chosen for its description, as it appears in Fig. 2.1a. The origin is placed on the still

water level when the floating body is in its static equilibrium following the vertical axis of the

cylinder. The analysis assumes small amplitude oscillations and viscous effects are neglected. This

is because linear theory is applied. One further assumption on the impacting waves implies them

to be two dimensional (plane) waves propagating in the x-direction only. The motion of the body

is subsequently defined in reference to the static equilibrium position, hence whereas the gravity
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Figure 2.1: (a) The point absorber representation in static conditions, (b) in dynamic conditions

force Mg is balanced by the static buoyancy force fb,0. Writing Newton’s law gives the following

equation of motion for the floating body

Mz̈(t) = fh(t) + fc(t) (2.1)

where M is the total mass, z̈(t) is the heave acceleration and fc(t) is the control force exerted by

the PTO. fh(t) is the hydrodynamic force, which can be decomposed as

fh(t) = fr(t) + fe(t) + fb(t) (2.2)

where fr(t) is the reaction force due to radiation effects, fe(t) is the wave load and fb(t) is the

increment of the buoyancy force relative to the static equilibrium.

Due to the cylindrical shape, the cross-sectional area cut by the still water plane is assumed to

be constant and we can write

fb(t) = −kbz(t), kb = ρSg (2.3)

where kb is the constant buoyancy coefficient, ρ is the density of sea water, S is the water-plane

area and g is the acceleration of gravity.

Radiation Force

Let us spend now few more words describing the assumptions made over the approximation of the

radiation force on the single body device employed in this chapter.
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We can write that [32]

fr(t) = −mhz̈(t)− fr0(t) , (2.4)

where

fr0(t) =

∫ t

−∞
hrż(t− τ)ż(τ)dτ (2.5)

is known as memory effect of the fluid. hrż appears as a causal Impulse Response Function (IRF-

the integral is between −∞ and the current time t) brought forward by the absorber velocity

ż(t); mh is the added mass at infinitely high frequency. Due to linearity of the radiation problem,

the kernel hrż represents the IRF for the body radiating waves while oscillating in the absence of

incident and diffracted waves. Since both radiation force and velocity are real values, hrż is real

and since the radiation force depends only on present and past oscillations, the kernel is causal,

which means hrż = 0, t < 0. The causality of hrż also implies that the Fourier transform is analytic

in the upper half of the complex frequency plane.

Unfortunately, the formulation of the equation of motion based on the use of convolution terms

(or also, on frequency-domain parameters as radiation damping or frequency dependent added

mass) are not in agreement with the model implementation commonly used automatic control

and the direct calculation of (2.5) is indeed computationally expensive. This motivates a problem

reformulation.

As mentioned in the introductory Chapter, it is common practice to approximate the integral

expression in (2.5) by a finite-order state-space system. This reduces dramatically the time needed

for computation, without compromising the accuracy of the results. Typically orders between two

and four suffice to reproduce first order wave effects.

The numerical approximation of Eq. (2.5) takes the form

ẋr(t) = Arxr(t) +Br ż(t)

fr0(t) ≈ yr(t) = Crxr(t)

(2.6)

Ar, Br and Cr are the state space matrices, xr(t) is the radiation state vector of dimension Nr,

where Nr is the order of the system. Notice that ż is the input and yr(t) is the output resembling

fr0(t).

In order to determine the system above, the Frequency Domain Identification MATLAB Tool-

box in [34] is employed. In particular, the hydrodynamic coefficients previously calculated with

the BEM solver are first approximated by a transfer function and subsequently converted to time

domain. This identification approach avoids transforming the data directly to time domain, which,

if not handled properly, can result in errors due to the finite amount of data. The Nemoh [110]

solver is chosen as BEM solver given its convenient MATLAB interface, and given its open source
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Figure 2.2: (a) FRF of the radiation force Hr(ω) with its amplitude (top) and phase (bottom); (b)
related hydrodynamic coefficients, frequency dependent added mass (top) and damping (bottom)

distribution.

The results for Nr = 4 are presented in Fig. 2.2: the radiation Frequency Response Function

Hr(jω) is plotted in panel (a), while the estimate of the hydrodynamic coefficients mh,est(ω) and

best(ω) are plotted in panel (b). It can be seen that the chosen order leads to an acceptable

approximation of the radiation force subsystem.

Excitation Force

Itis another aspect of the hydrodynamics of a WEC that complicates control in irregular waves.

This is the approximation usually involved for what concerns the effect of the excitation force

on the device. In frequency domain the relationship between the wave elevation A(ω) and the

excitation force Fe(ω) can be expressed as [9]

Fe(ω) = He(ω)A(ω) (2.7)

where He(ω) is a frequency response function, which depends on the geometry of the device, and

it is also obtained through the Nemoh BEM solver. Not directly reflected in this representation

are the facts that (i) the force is a result of fluid pressure active over the entire wetted surface and

(ii) the body experiences a force before the wave elevation actually arrives at the wetted surface,

because the wave action is a continuum phenomenon.
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Hence, when it comes to expressing Eq. (2.7) in time domain, we can write

fe(t) = he(t) ∗ η(t) ≡
∫ ∞

−∞
he(t− τ)η(τ)dτ (2.8)

where fe(t), he(t), and η(t) are the inverse Fourier transforms of Fe(ω), He(ω), and A(ω) respec-

tively; "∗" denotes the convolution operator.

We can observe that the integral in Eq. (2.8), entails non-causality. Knowledge of the future

evolution of surface elevation is needed if the exciting force is to be known at the present instant.

See [111] for a discussion of the physical implications that this involves.

The approach herein adopted to model this phenomenon, involves few assumptions, that are

going to make the IRF he(t) causal with a time-shift technique [112]. That causal IRF, if verified,

can be then approximated by a finite order state space system as well. The fact that the function

he can be truncated at finite lengths of time makes the process straightforward to execute. For

instance, with he truncated at ±T , the entire function can be shifted then to the right on the time

axis (or equivalently shifting the origin to the left) by defining

he,c(t) = he(t− T ).

In frequency domain , this procedure reflects as a new frequency-response function He,c(iω), where

He,c(iω) = He(iω)e
−iωT

As described, it is easy to see how subsequently a surface elevation of the future is defined

η(iω) = ηup(iω)e
−iωT

so that in the time domain

η(t) = ηup(t− T ).

The technique now considers this incident wave elevation ηup(t), not in correspondence of the

device exactly, but at a location, sufficiently "up-wave" (let us call it location A), to account for

the propagation of the wave. This is based on the assumption of unidirectional, long crested waves:

(i) the surface elevation η at a point B (being B a spatial point in correspondence of the device)

and time t can be related to the up-wave elevations (in correspondence of A) at a previous time,

(ii) η at point B that will occur at a future time t + T will be the result of occurring up-wave
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currently at time t. The agreement between the first equivalence in Eq. (2.8) and

fe(t) = he,c(t) ∗ ηup(t)

holds, with he,c(t) as the time shifted IRF. In other words, the causalization implies the introduction

of a frequency dependent delay T (ω), that entails

He,c(ω) = He(ω)e
jωT (ω) (2.9)

where He,c(ω) is the Fourier transform of he,c(t). An appropriate value for T is chosen as a value

that entirely translates any positive evolution of the he(t) function to positive times t only.

Once a suitable "causalization" given these assumptions is obtained, a finite order approxi-

mation of he,c(t) can be computed analogously to Eq.(2.6) as a state space formulation as well.

Subsequently

ẋe(t) = Aexe(t) +Beηup(t)

fe(t) ≈ ye(t) = Cexe(t)

. (2.10)

In Fig. 2.3 the finite order six of a state space system is plotted to approximate the causal IRF

he,c. This translates in a finite order linear causal sub-system between a wave elevation quantity

ηup, and the wave force over the floating body.

Sea States

The values of the time series ηup(t) in this Chapter (input of the system above (2.10)), and in

the following ones are evaluated from JONSWAP spectra Sη(ω) [113], with the application of a

random phase. The MATLAB Toolbox WAFO was conveniently employed to generate the spectra

[52]. Analytical expression of the spectrum is given by

Sη(ω) =
αg2

ω5
exp

(
−5

4

(ωp
ω

)4)
γ

(
(−ω/ωp−1)2

2σ2

)
js (2.11)

where the parameters have the same definition as in the original formulation in [113]. In particular

σ =


0.07 if ω < ωp

0.09 if ω ≥ ωp

α ≈ 5.061
H2
s

T 4
p

{1− 0.287 ln(γjs)}
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Figure 2.3: Causal excitation force IRF he,c approximated by a sixth order state space system

In Fig. 2.4 the spectrum is plotted for a significant wave height of Hs = 2m and a zero-crossing

period of Tp = 8s as an example. In the next subsection, details on the overall state-space system

representation, needed for the control formulation, are given.

2.1.2 The WEC state-space system representation

As stated, in this Chapter we are presenting two different approaches in the use of LQ control with

the application of multi-resolution analysis. Within the two techniques one involves a generated

reference trajectory, while the second does not. The state space formulation developed in this

section is convenient for the control development.

For both variants of the strategies the equation of motion introduced with Eq. (2.1) is expressed

in state space form

ẋ(t) = Awx(t) + Ewfe(t) +Bwfc(t)

y(t) = Cwx(t)

(2.12)

where fe(t) and fc(t) represent the uncontrolled and controlled inputs respectively with Ew and

Bw the corresponding matrices.
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Figure 2.4: JONSWAP spectrum plotted for a significant wave height of Hs = 2m and a zero
crossing period Tp = 8s. Highlighted the peak frequency of the spectrum at ωp = 0.78rad/s

With this representation, as it is commonly done, radiation terms can be incorporated in the

main state-space equation (2.12) so the state vector x(t) comprises the states of the linear system

describing the heave dynamics and the radiation states xr(t)

x(t) =

[
xr(t) z(t) ż(t)

]T
The system matrices are subsequently defined as

Aw =


Ap 04×1 Bp

01×4 0 1

− Cp

M+mh
− kb
M+mh

0



Ew =

 05×1

1
M+mh



Bw =

 05×1

1
M+mh



Cw =

[
01×5 1

]
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2.2 The control design

It is possible now to describe the control architecture of both the novel methodologies introduced,

relative to the augmented system just defined (2.12).

The general framework that leads to the development of the multi-resolution(scale) features of

the present controller follows the principles of multi-resolution analysis MRA [114]. In this section

the control architecture is formulated for power extraction on a Point Absorber Wave Energy

Converter device. It is convenient to define the PTO machinery first.

2.2.1 The generator

The instantaneous mechanical power can be defined as

Pm(t) = fc(t)ż(t). (2.13)

The power conversion machinery is a component, whose dynamics can be all but trivial, and it can

influence the behavior of the controller heavily. In the present methodologies though, the benefits

of the strategies are better seen on, on a simplified model. In this regard, the behaviour of the

PTO is resembled by a simple resistance Rs = 0.01Ω.

The instantaneous electrical power is then

Pe(t) = νouti = (νemf −Rsi)i (2.14)

where νemf is the back electromotive force, i is the generators current, ad νout the output voltage.

The vertical velocity of the buoy ż can be assumed equal to the relative velocity of the stator/rotor

within the generator. The control force fc(t) and ż are related to the current and voltage as

fc = Kii; νout = Kv ż (2.15)

with Kv and Ki as constants depending on the system. In Fig. 2.5 a schematic representation of

the simplified generator is given. Values of Kv = 938V s/m and Ki = 600N/A are implied.

Without loss of generality, the system input in (2.12) can be easily re-defined in terms of the

current i as input and νout as output, by re-stating

B′
w = BwKi C ′

w = KvCw. (2.16)

in order to include the simplified generator dynamics.

The two multi-resolution methodologies are now introduced using wavelet analysis, being the
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Figure 2.5: Augmented system schematic, with output νout and input i
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implementation of the multi-controllers based on DWT of the state/output signals. The DWT is

computed over a time interval from the initial time t0 = 0 to the current time tc and it is updated

at each time step.

2.2.2 The velocity tracking method

The first method, which involves the computation of a reference velocity trajectory, and a time/frequency

decomposition of the tracking error, is presented in this section. The first subsection describes the

theory behind the computation of this trajectory.

The trajectory

The use of a velocity reference in wave energy is not a new idea [115], [66]. LQ control for tracking

has been extensively used in different fields [116], [117]. An extensive description is found in [118].

In this development the output will be the heave velocity itself y(t) = ż(t). Therefore, the

second expression in both Eqs. (2.15)-(2.16) is not needed. From [9], the relationship between the

optimal velocity and the wave load Fe(ω) in frequency domain is known

Vopt(ω) =
1

2B(ω)
Fe(ω) (2.17)

with B(ω) known as frequency dependent hydrodynamic damping coefficient. It is clear from this

formula that the frequency dependency of the parameter B(ω) complicates the real time execution

of a velocity trajectory computation, given that

vopt(t) = F−1[Vopt(ω)] (2.18)

where F−1 is the inverse Fourier transform operator. Prediction techniques have to be used to

benefit of (2.18) (see [119]).

To circumvent the non-causality of this relationship, it was shown in [120] that with a balanced

realization of the state space system (2.12), the whole model of the PA dynamics could be reduced

to second order and the relationship between the optimal velocity and the excitation force in Eq.

(2.17) brought to a constant transfer function

Ĥ(ω) =
1

2K̂
≈ 1

2B(ω)
(2.19)

so that a trajectory could be computed in real time

ru(t) =
1

2K̂
fe(t). (2.20)
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This obviously implies a slight reduction on the performance given that this is a suboptimal

condition, but as we will be able to observe in the results and the comparisons between the

techniques, this is negligible when the device works close to resonance and for the majority of sea

states (the ones with most probability of occurrence in a given location) this is usually true. The

aim in this Chapter is to show the benefits of wavelet analysis on LQ control and a choice of a

causal trajectory, simplifies this explanation.

The reduction factor

As mentioned in the introductory Chapter, it is in the intention of the author to develop control

strategies that are applicable on real devices. So, one needs to observe that this methodology is not

able to include physical constraint in its formulation. Trajectories computed with Eq. (2.20) then,

are likely to drag to motions and forces to be exerted beyond generator capabilities, stroke lengths

and safety limits imposed on the device. This is to be avoided, since the theoretical excursions

implied by the vertical motions, the values of currents and voltages required in the PTO could be

either unachievable or damaging for the device.

So, to keep the applicability on the method, the author chooses to apply a reduction factor αr,

so that the theory keeps its physical validity. These limits are fixed as

zlim = ±5 m

żlim = ±5 m/s

ilim = ±1500 A

(2.21)

This turns the transfer function Ĥ in Eq. (2.19) into

H̃(ω) =
1

2αrK̂
(2.22)

and the trajectory r(t) is finally defined

r(t) =
1

2αrK̂
fe(t). (2.23)

The value of αr is chosen by the user, in order to keep the signals within the boundaries for

both baseline and multi-resolution version of the controller.

The MRA Tracking

With a computable reference trajectory now available, a suitable tracking methodology is designed.

As per Linear Quadratic Tracking (LQT) control theory, a quantity w(t) is defined and added to
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the state vector

xg(t) =

[
x(t) w(t)

]T
.

The system is redefined

d

dt

x(t)
w(t)

 =

Awx(t) + Ewfe(t) +B′
wi(t)

y(t)− r(t)


y(t) = Cwx(t)

(2.24)

where y(t) is, as mentioned, the device velocity.

Now, the usual expression of the objective function in classic LQ control, expressed for the

state xg and the input i writes

J =

∫ tc

t0

(xTg Qxg + xTgNi+ iTRi)dt (2.25)

where Q ≥ 0 and R > 0. The baseline controller is built on this cost function for the purpose of

comparison.

In a wavelet transformed framework, given that the expressed system (2.24) is both linear and

time invariant, the objective of the LQ problems to be formulated, is to find feedback matrices

[G]a and [H]a on each frequency band such that the closed-loop system with feedback

{Wψa
i} = −[G]a{Wψa

x} − [H]a{Wψa
w} (2.26)

minimizes the functional

Ja =

∫ tc

t0

[{Wψa
xg}T [Q]a{Wψa

xg}+ {Wψa
i}T [R]a{Wψa

i}+ {Wψa
xg}T [N ]a{Wψa

i}]db (2.27)

where {Wψa[·]} is the continuous wavelet transform of [·] with respect to the basis function ψ;

the parameter a determines the frequency content of each band (it is also known as the dilation

parameter). The parameter b is a translation parameter and localizes information temporally

around the time instant t = b.

Matrices [G]a and [H]a are the control gain matrices dependent on the dilation parameter a.

Hence, these matrices, will be varying depending on the frequency bands over which the controller

is desired to be acting.

As we can see in Eq. (2.27) also the weighting matrices [Q]a, [R]a and [N ]a are frequency band

dependent. We can recognize Eq. (2.27) to be the quadratic functional as in (2.25), but written
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for wavelet transformed states.

Matrices [Q]a, [R]a and [N ]a are associated with the transformed augmented state vector

{Wψxg}, the transformed control input {Wψi} and their product, respectively. The quantity

db denotes the differential respect to the translational parameter b.

For control related applications, a DWT framework is more appropriate for application due to

its exact decomposition/reconstruction capabilities. An approximate relation between the DWT

framework (for exact decomposition/reconstruction of signals over the finite interval [t0, tc]) and the

continuous formulation was established [114]. Considering the state vector and using an appropriate

wavelet with basis ψ and scaling function ϕ, so called scale equations are used to generate high and

low pass filters. A low frequency signal approximation {xg}L and band limited signal components

{xg}dj can be computed, so that the (augmented) state vector is perfectly reconstructible

{xg(t)} = {xg(t)}L +

n−1∑
j=L

{xg(t)}dj (2.28)

The value L corresponds to the subband lower than which such low frequency approximation is

applicable. Subbands related to values between L and n correspond to the divisions of the signal

in higher frequencies.

Using Eq.(2.28) given by the DWT, the application of Eq.(2.26) translates in

{i(t)} = −[G]L{x(t)}L − [H]L{w(t)}L −
n−1∑
j=L

[G]dj{x(t)}dj −
n−1∑
j=L

[H]dj{w(t)}dj (2.29)

where we can observe the separate contribution of the original state vector x(t) and the added

error w(t).

The frequency dependent control gain matrices [G]L, [G]dj and [H]L, [H]dj (with j = L, ..., n−1)

are applied to the filtered time signals, based on the MRA decomposition and they are calculated

by solving an optimal control problem for each frequency band, based on the system in Eq. (2.24).

Hence, the proposed control problem formulation, minimizes the weighted cost of the response,

control effort and their combined effect together in the frequency band corresponding to the pa-

rameter a, which in a discretized form is represented by [a]j for DWT.

By choosing the weighing matrices [Q]aj , [R]aj and [N ]aj accordingly it is possible to focus the

attention on desired bands, depending on the frequency characteristics of the response signals.

In the present method, we will see that the described LQT combined with the MRA technique,

is capable to outclass the baseline LQT, improving the tracking performance with comparable

control effort.
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2.2.3 The power maximizing method

Controller Architecture

We will start by depicting the non-MRA formulation, extending it to the MRA approach right

after. The aim of this second controller is the maximization of the quantity

J = E{Pe} (2.30)

compatibly with values of current i(t), excursion z(t) and velocity ż(t) kept below prescribed limits

(2.21). E{·} is the expected value under stationary conditions. To be converted into a suitable

minimization problem we can say in general

max
i
J = min

i
−J (2.31)

Referring to the general LQ formulation (2.25), given the system (2.12), rewritten with (2.16)

and approximating the expectation operator by a temporal average, we can express the cost func-

tion in a general form as

min
i

∫ tc

0

[yTNPM i+ iTRPM i]dt, (2.32)

being NPM the cross-coupled scalar weight assigned to the power generated, RPM is a scalar

weight assigned to the input effort (associated to the generator loss) and the scalar QPM = 0

in this context. Notice the formulation is written for the system output y = νemf as following

(2.15) (defined for y = νout) and adding the term Rsi which effectively requires the output of the

system dynamics in (2.12) to be re-stated by adding a term Dwi contributed from the control input

i, i.e. the generator current. Notice that in the case of minimising the temporal average of the

electrical power generated Pe with a negative sign, the associated weights would be NPM = −1 and

RPM = Rs (i.e. equal to the generator resistance). Unfortunately, as it happens for the LQT case,

minimizing this quantity for the specific case brings displacements, velocities and currents beyond

prescribed limits so these weights are changed based on a series of trial and errors to ensure that

limitations are not exceeded. Note that the multiplication of the weights with a positive scalar keeps

the computed gains unchanged as the solution to the minimization problem remains unaffected.

In the following sections the numerical values are stated.

Following the general formulation in wavelet domain (e.g. as given in (2.27)), with the analogy

to (2.32), one can write the following
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Figure 2.6: Overall scheme of the proposed power maximizing MRA-LQ controller

Ja =

∫ tc

t0

{Wψa
y}T [N ]PMa{Wψa

i}+ {Wψa
i}T [R]PMa{Wψa

i}]db (2.33)

where the output weight matrices [Q]PMa = 0. Eq.(2.33) allows us to solve the associated Algebraic

Riccati Equations (in the asymptotic case) on each frequency band (accounting for the localized

presence of the frequency bands) by a strategic choice of the matrices [N ]a and [R]a for the

respective bands. Again, we can assign appropriate weights NPMa and RPMa for different bands

to minimize the weighted energy in each band corresponding to the two competing terms. This will

generate band dependent gains, eventually leading to the generator control current. The control

current can be calculated as

{i(t)} = −[G]L{x(t)}L −
n−1∑
j=L

[G]dj{x(t)}dj (2.34)

.

Notice in (2.34) the lack of the affine terms, given the objective function directly aims to

maximize the electrical power. Schematic of the present methodology is outlined in Fig. 2.6.

2.2.4 Determination of the Weighting Coefficients

In both methodologies, the matrices are chosen to suppress undesired subharmonic or superhar-

monic responses and, by contrast, to exalt band limited phenomena, given their occurrence. Out-

side of these preferred bands, weight on the control effort may be relaxed, as increased control
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Table 2.1: Specifications of the Device (Multi-resolution LQ Control)

Variable Parameter Value Units

r Radius 0.8 m

hc Height 2 m

M Mass 2030 kg

mh Added mass 970 kg

K̂ Freq. Indep. Radiation damping 23,800 N/(m/s)

kb Buoyancy stiffness 19,700 N/m

effort may be required instead on those specific bands, so that no overall increase in cost will

occur. More specifically, once a wavelet basis is chosen, and the time signals for the different states

are decomposed in real time in the different approximation spaces containing frequencies of desired

bands, attention on specific ones is driven by the energy content of the signal of interest over all

bands.

For instance in the first method, for a good tracking of the trajectory, it is in the interest of

the performance that the energy of w(t) stays minimal, ideally brought to zero. It is good practice

to plot the Fourier amplitude of these signals to progress with the determination of weighting

coefficients. In the second method the choice of the matrices is driven instead by the frequency

content of the signal Pe.

For both strategies is that the control weights configuration will be driven by the respect of

limitations in (2.21) as well. Therefore, in both methodologies the choice is determined with a trial

and error which insures maximum power absorption and respect of the imposed constraints.

2.3 Numerical Results

Table 2.1 reports the device characteristics used in the numerical study that follows. The hy-

drodynamic coefficients obtained with the BEM solver assume deep water conditions, hence the

effect of the sea-bed is neglected. Time series ηup(t) are generated from a JONSWAP spectrum of

significant wave height Hs = 2 m, and peak period Tp = 8 s. A variable time step solver ode45 is

used for integrating the equations over time. Simulation time is chosen as T = 100s. The length

of the time window is deemed sufficient, given the zero crossing period of the defined waves.

2.3.1 Velocity tracking control

In reference to section 2.2.2, results obtained with a configured MRA controller are here shown

and discussed, compared to the simple LQ case.

Weighting matrices of a baseline LQR used to benchmark the proposed solution, were chosen
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as Q = diag(1, 1, 1, 1, 1, 1, 105) and R = 10−5, representing the emphasis relative to the state and

control effort respectively. As expected, a much higher value of Q relative to the state w(t) was

assigned, for the purpose of good tracking. Combined weight matrix N is kept to zero.

The procedure used to choose the basis for the weights for the MRA controller is as follows.

At first the simulation is run for the uncontrolled case, and the spectral distribution of w(t) is

observed (Fig. 2.8). From there, it is possible to evaluate the energy content of the signal. Based

on this observation, the choice of a suitable wavelet basis for the MRA decomposition follows.

Corresponding pseudo-frequencies for a specific wavelet family and order are calculated, and those

correspond roughly to the desired bands. In the present case, it can be affirmed that the almost

totality of the energy of the signal w(t) lies on frequencies less than 1 Hz.

Therefore, an orthogonal Daubechies wavelet basis with four vanishing moments (db4 ), can be

applied to decompose the time signals for the different states in the different approximation spaces.

If four levels of decomposition are chosen, from each state four detail signals are generated, corre-

sponding to bands with central frequencies ranging from 0.89 Hz to 7.14 Hz and an approximation

signal at level 4. To put emphasis on the low frequency bands (where the energy of w(t) lies), the

LQ problems are solved with a relaxed weightage on the control effort R = 10−7 and increased

emphasis on the state Q = diag(1, 1, 1, 1, 1, 1, 106) for the signals in the wavelet domain at the

approximation spaces with dyadic frequency bands having central frequencies less than 0.89 Hz

(approximation space for level 4). Notice, level five frequency band has a central frequency of 1.78

Hz. So it can be more or less stated that the approximation space covers from 0 Hz to 0.89 Hz.

This means that most of the energy of w(t) is included.

Control effort can be then limited on the remaining frequency bands, saving it where it is not

needed. Hence, for those bands, a different tuning with Q = diag(1, 1, 1, 1, 1, 1, 104 and R = 10−2

is used. The calculated gains are applied to the wavelet filtered signals of the states. The control

input is constructed in time domain by a linear combination of the frequency dependent gain

weighted filtered signals derived (Eq. (2.29)).

The MRA algorithm for wavelet decomposition is a fast algorithm with time complexity ∼

O(N), where N =length of data, faster than the fast Fourier transform (FFT) for which time com-

plexity is ∼ O(NlogN), hence the synthesis is efficient and suitable for real time implementation.

The performance achieved with simple LQR is plotted in Fig. 2.9 in terms of velocity tracking

(top), control force generated (fc(t) = Kii(t) as i(t) is the generators current), and electrical power

output Pe(t) (bottom). A close-up on the time window 10 − 30 s is chosen to better distinguish

the signals. A value of the reduction factor αr = 5 was given for the trajectory computation of

Eq.(2.23). This allows the displacement z(t), the velocity ż(t) and the current i(t) to be limited

within the upper and lower limit. To observe the beneficial effect of the MRA controller over the
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Figure 2.7: Time evolution of the error signal w normalized with respect to the rms value of the
velocity and expressed in percentage

baseline LQT, the error signal w(t) is plotted in Fig. 2.7 normalized respect to the root-mean-

square value of the velocity żrms and expressed in percentage. A dramatic reduction from peaks

of over 50% to peaks of only 10% of żrms can be appreciated. In Table 2.2, this is summarized.

The MRA controller performance is eventually shown in Fig. 2.10.

2.3.2 The power maximizing method

For what concerns the power maximizing method in section 2.2.3, a baseline LQ controller (2.25)

of weightage RPM = 5, NPM = −600 and QPM = 0 is chosen, after a series of trial and errors, in

order to obtain a controller which response is contained within chosen limits. Following the logic

and methodology expressed in the previous section, upon the spectral distribution of a signal of

interest, a suitable choice of a wavelet basis can be made.

In this instance, the spectral density of the electrical power Pe is shown in Fig. 2.11. The

behaviour exhibited in Fig. 2.11 suggests that, if the same orthogonal Daubechies family of wavelet

is used, again with four levels of decomposition, a differentiation between the approximation space

for level 4, and its complement (namely what covers all those bands with central frequencies higher

than 0.89 Hz) could be repeated, in order to place increased attention on the approximation signal

at level 4, and slack the weightings on its complement. In fact, on the frequency range 0 − 0.89

Hz, a smaller value for RPMa = 3.5, allows larger forces to be exerted, while NPMa = −600

54



Figure 2.8: Power Spectral Distribution (PSD) of the error signal w(t)

Figure 2.9: System response with simple LQT control: velocity tracking (top), control effort
generated (middle) and electrical power (bottom)
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Figure 2.10: System response with MRA-LQT control: velocity tracking (top), control effort
generated (middle) and electrical power (bottom)

can stay unchanged. On the complementary space covering the higher frequencies in the signals,

RPMa = 20 is increased, to limit the control effort keeping the value of NPMa unchanged.

The fact that the choices are prudent are confirmed by the results. In Fig. 2.9 the performance

of the simple LQ controller with given weights is plotted. It can be seen that, limiting the control

effort on unnecessary bands, proves to be effective. See Fig. 2.10. Indeed, what appears to be

overall a minor increase in control effort, gives a substantial power gain.

In Table 2.2 the performances of the two proposed controllers in comparison to their respective

simple non-MRA case are presented. With the present tuning, the two methods have comparable

performance, despite the differences in their implementation. With the only requirement of a

limited displacement z(t), velocity ż(t) and generator current i(t) values, the controllers accomplish

similar generated power levels.

In particular, for the LQT controller, an essentially equivalent value in the control force trans-

lates in a severe reduction of the L2-norm of the error ∥w(t)∥2 (in the rightmost column), and an

appreciable rise in the mean power level, while for the MRA based power maximization method,

a relatively small increase in the control effort, leads to a significant boost in power generated

(compared to the non-MRA power maximizing algorithm).

Comparing the two methodologies to each other as they are, we can say that we notice a

larger rms value on the output voltage νout in the second method, which means a generally larger
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Table 2.2: Summary of Control Strategies

Strategy Pe(t) [kW] fc (*) [kN] i [A] (*) νout [kV] (*) ∥w(t)∥2
Baseline-LQT 15.9 39.9 42.5 / 118.90 / -91.51 0.80 / 2.88 / -2.72 9.45

MRA-LQT 18.1 40.8 43.49 / 131.12 / -99.40 0.88 / 3.02 / -2.79 1.66

Baseline LQ 14.8 40.01 42.64 / 78.00 / -49.74 1.38 / 2.56 / -2.18 -

(power max.)

MRA-LQ 18.5 41.3 44.02 / 88.12 / -89.92 1.49 / 3.05 / -2.99 -

(power max.)

(*) for the power Pe the value is an average, for the control force fc root-mean-square, on the other
quantities the values are respectively the root-mean-square / maximum / minimum value

Figure 2.11: Power Spectral Distribution (PSD) of the electric power signal Pe

rms value of the heave velocity ż(t), and a generally smaller control force and generators current.

However this didn’t seem to lead to an excessive increase in the displacement values z(t) which are

established within the prescribed limits.

2.4 Control vs Optimal

Before the concluding remarks on the Chapter, it is interesting to see the performance of the control

next to the unconstrained optimal. As expected, the latter pushes the quantities beyond the allowed

limits, while with MRA-LQT and power maximizing MRA-LQ, we can see how the quantities are

indeed contained within the limits if a successful tuning id made. The optimal control is computed

as described in Appendix A). Figs. 2.14-2.15-2.16-2.17 show the control force and vertical velocities
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Figure 2.12: System response with simple power maximizing LQ control: velocity of the device
(top), control effort generated (middle) and electrical power (bottom)

Figure 2.13: System response with power maximizing MRA-LQ control: velocity of the device
(top) , control effort generated (middle) and electrical power (bottom)
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Figure 2.14: Control Force comparison between Optimal and MRA-LQT

over time. Simulation time is now set to tsim = 500s for a more comprehensive evaluation. Given

the reduced tuning, it was not expected to see the controller anywhere near the unconstrained

optimal performance, but this is just meant to highlight the importance of considering physical

limitations in control.

2.5 Chapter conclusions

In this Chapter, two novel multiscale versions of LQ control are implemented on a model of a

cylindrical Point Absorber. The strategies are fully causal and the frequency-dependent parameters

of the controller can be computed offline, as the system is Linear Time Invariant (LTI). The

formulations are developed for power maximization. With comparable control effort to the baseline

non-multiscale case, the proposed techniques demonstrate a well improved performance. Indeed,

by adjusting the parameters relative to one particular frequency band the overall control objective

is tracked more effectively, with the result of boosting the power performance. This is true for both

variants of the control. The power harnessed with the two methods seems to achieve similar levels,

and the power fluctuation characteristics do not exhibit a difference between the first and second

variant. The so called ’direct power maximizing’ method appears to increase the device speed

slightly, limiting the control effort; while the ’tracking method’ seems to push the current to higher
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Figure 2.15: Velocity comparison between Optimal and MRA-LQT

Figure 2.16: Control Force comparison between Optimal and MRA-LQ (max power)
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Figure 2.17: Velocity comparison between Optimal and MRA-LQ (max power)

values. Though, being unable to cast hard constraints explicitly, the tuning of the controllers has

to be done with a series of trials and errors, to prevent quantities of interest surpass prescribed

limits.
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Chapter 3

Forward Propagating Riccati

Equation Control in Wavelet Domain

In this Chapter a multiresolution strategy is developed for WEC power maximization, but unlike

in Chapter 2, the dynamics of the Point Absorber for which it is implemented does not possess

time invariant characteristics anymore. Given the spherical shape of the float, approximating

the restoring coefficient as constant is not as accurate as for a cylinder, since the so called cut-

water-plane area is varying. The presence of the varying term in the system dynamics makes the

overall system nonlinear. So the assumption of LTI dynamics, present in the previous MRA control

systems is invalid. Hence, in this Chapter the novel control method is developed for the non-linear

WEC, representing it by a time-varying system.

Also, a difficulty linked to the deployment of controllers for time-varying or nonlinear systems

is that future knowledge of system matrices is needed for the control implementation and this leads

to a non-causal problem. Despite this, since it is in the very interest of this thesis to fully deploy

control algorithms that do not depend on prediction techniques, the solution to this problem is

sought in the basin of causal controllers.

It was found that control based on a Forward Riccati Equation is able to circumvent this issue,

keep causal properties, and be suitable for TV and certain classes of nonlinear systems [121]. This

is found true for both state feedback and output feedback kind of control. FRE control indeed

uses dual differential Riccati equations that are solved forward in time.

As mentioned, in TV and nonlinear systems, the future system matrices are generally not

known, and a standard backward Riccati formulation is not feasible in obtaining the optimal

control gain.

The baseline FRE control was further extended into a multiresolution version applied to TV

systems already in [122]. The wavelet domain formulation has again the advantage of incorporating
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multiscale frequency dependent TV gains, which is suitable for nonlinear systems.

The model of spherical WEC herein, is developed in a weakly non-linear fashion and only the

static contribution of the Froude-Krylov force is accounted. The strong nonlinear effects given

by the restoring force are shown to be successfully addressed by the nonlinear controller, which

takes them into account by converting the system to a TV-state space formulation. This is seen in

close comparison with both the LTI based MRA control developed in Chapter 2, and the baseline

FRE control. This means that both the nonlinear formulation of the novel MRA-FRE and the

multiscale characteristics of the controllers are shown to be enhancing the performance.

3.1 Mathematical model

WECs are usually modelled using hydrodynamic coefficients determined using a BEM code such

as WAMIT or NEMOH [123]. BEM assumes that all hydrodynamic forces on a floating body can

be modelled using a set of linear hydrodynamic coefficients. In operational conditions, some WEC

devices can be modelled using linear methods because the motions are small and the wetted surface

area remains approximately constant.

Other WEC devices use a highly asymmetric float shape to maximize the power capture.

This shape causes the wetted area with the movement of the float to change dramatically. This

behavior does not allow the Froude-Krylov forces and the buoyancy force to be modelled by linear

hydrodynamic coefficients. If the device is modelled with a , which means that it is constrained to

move in the vertical direction only, considerations follow.

Under the assumption of an incompressible, inviscid and irrotational fluid flow, Newton’s second

law of dynamics can be written as

Mz̈(t) = fg −
∫∫

S(t)

p(t)ndS + fPTO(t) (3.1)

where z is the heave displacement with the overdot representing derivative with respect to time,

M is the structural mass of the body, fg is the gravity force, S is the submerged surface, p(t) the

time-dependent pressure of the fluid on the body surface and n the unit vector to the infinitesimal

surface dS. The PTO applies a force fPTO on the device and it is the object of our study for

control as it will be seen later.

According to Bernoulli’s equation [9], the fluid pressure acting on the surface of the body is

p(t) = −ρgz(t)− ρ
∂ϕ(t)

∂t
− ρ

|∇ϕ(t)|2

2
(3.2)

where ρ is the density of the water, g the acceleration of gravity, −ρgz the hydrostatic pressure
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(pst) and ϕ the flow potential. The flow potential function based on linear wave theory can be

written as

ϕ(t) = ϕI(t) + ϕD(t) + ϕR(t) (3.3)

with ϕI(t) incident flow potential, ϕD(t) diffraction potential, and ϕR(t) radiation potential. This

allows us to write

Mz̈(t) = fFKst
(t) + fFKdy

(t) + fD(t) + fR(t) + fPTO(t) (3.4)

where the subscripts FK, D, R, PTO refer to Froude-Krylov, diffraction, radiation and PTO forces

respectively. Note now that the FK force is composed of a static fFKst
(t) and dynamic part

fFKdy
(t). The dynamic FK component and diffraction forces together are generally known as

excitation forces. Given that the predominant component of the two forces is the static one, and

also given the aim of the controller to show its performance superiority in a nonlinear environment,

it is sufficient to limit the model to this non-linear static FK component only. Hence, the effect of

the quadratic components in (3.2) is also neglected, as justified in [124] as well.

3.1.1 Nonlinear restoring force model

As written in (3.4) the FK force is divided in two parts: static, fFKst
and dynamic, fFKdy

; where

the static part is the balance between the gravity force fg and the integral over the wetted surface

of the static pressure pst, and the dynamic refers to the integral over the wetted surface of the

dynamic pressure pdy = −ρ∂ϕI

∂t . We can write

fFK = fFKst
+ fFKdy

= fg −
∫∫

S(t)

(pst + pdy)ndS. (3.5)

Both the static and dynamic forces depend on the instantaneous wetted surface S(t), which depends

in turn on both the incident wave elevation and displacement of the body.

In the present work, the nonlinear model is limited to the static component of the FK force

only. One additional reason for this is that an algebraic solution to the integral in (3.5) as in [125]

would not be suitable for real time implementation given the numerous frequencies involved in an

irregular sea state. A re-meshing routine technique for the calculation of the instantaneous wetted

surface is also too computationally demanding and it goes beyond the scope of this work. So as

it is commonly done for linear models, the dynamic component is computed together with the

diffraction force fD by means of the convolution product of the excitation IRF Kex with the free

surface elevation η, leading to
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Figure 3.1: Sphere schematic in dynamic conditions (for a generic time t), highlighting the closed
surface Sc surrounding the volume Vsub, and upper limited by the water plane surface SWP .

fe = fD + fFKdy
= −

∫ ∞

−∞
Kex(t− τ)η(τ)dτ. (3.6)

As already developed in Chapter 2 and with the same assumptions to obtain a causalized

system, we will consider η(t) not in correspondence of the device exactly but measured at some

other location sufficiently "up-wave" from the unidirectional wave propagation, so that a finite

order state-space formulation as in Eq. (2.10) can be written. Limited to this Chapter also,

for convenience we will refer as ηup(t) as η(t). Refer to Chapter 2 for the explanation over this

approximation.

In order to be able to express the static Froude-Krylov force, we notice that the wetted surface

S in Eq.(3.5) can be described by the closed surface Sc which encloses the submerged volume Vsub,

subtracting the horizontal surface SWP . SWP is defined as the intersection between the body and

the horizontal plane at free surface elevation η. This can be appreciated in Fig. 3.1. It follows

that

fFKst
= fg −

(∫∫
Sc

pstndS −
∫∫

SWP

pstndS
)

(3.7)

which, with applying Gauss’s divergence theorem to the integral over the closed surface yields

fFKst
= fg + (ρgVsub − ρgηAWP )k (3.8)
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Figure 3.2: Sphere point-absorber geometry

where k is the vertical unit vector and AWP is the area of SWP .

For the particular case of a sphere of radius rs (see Fig. 3.2), and with the assumption of the

centre of mass G lying on the still water level in equilibrium (Mg = 2
3ρgπr

3
s) it is found that the

nonlinear static FK force can be finally written in terms of the displacement z and wave elevation

η as

fFKst
= ρgπ

(η3
3

− r2sη + z2η − zη2 + r2sz −
z3

3

)
. (3.9)

The radiation force can be written using Cummins equation as

fR(t) = −m∞z̈(t)−
∫ ∞

−∞
KR(t− τ)ż(τ)dτ (3.10)

where m∞ is the added mass at infinite frequency and KR is the radiation IRF. The computation-

ally expensive convolution integral in (3.10) is also replaced by a state space formulation as in [34]

and in Chapter 2, Eq. (2.6). See there for more details over this assumption. The same notation

to Chapter 2 is used throughout this Chapter.

3.1.2 The TV state-space form

Given the nonlinear system described in Eq.(3.4), for the control development it is in the intention

of the author to obtain, given the finite order state space approximations describing the excitation

force and radiation force, an overall state space formulation
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ẋ(t) = A(x(t), η(t))x(t) +BfPTO(t) + E(η(t))η(t), x(0) = x0

y(t) = Cx(t)

(3.11)

where x(t) ∈ Rn denotes the augmented system state vector

x(t) =

[
xr(t) z(t) ż(t) xe(t)

]
.

xr(t) represent the vector of states approximating the radiation force subsystem in Eq. (3.10), z(t)

and ż(t) are the vertical displacement and velocity of the device and xe(t) is the vector of states

representing the finite order approximation of the excitation force fe(t) in Eq. (3.6). y(t) ∈ Rp is

the system output vector. fPTO(t) ∈ Rm is the controlled input, A(x(t), η(t)) ∈ Rn×n is the state-

and-input dependent system matrix, B ∈ Rn×m is the control influence matrix, E(η(t)) ∈ Rn×1

is the input dependent exogenous signal matrix and C ∈ Rp×n is the matrix relating the state

to the output. This form might look unusual at first glance, given that the matrices A(x(t), η(t))

E(η(t) not only are not constant but also they dependent on the current value of the state x(t)

the system they are trying to describe and of the input η(t). This description though, given the

online capability of the technique, is precisely what allows to handle the nonlinear effects, which

instead are necessarily approximated by the control strategies in Chapter 2.

In particular, by casting the subsystems altogether, the matrices in Eq. (3.11) are

A(x(t), η(t)) =



Ap 04×1 Bp 04×6

01×4 0 1 01×6

− Cp

M+mh
−k2(x(t),η(t))

M+mh
0 Ce

M+mh

06×4 06×1 06×1 Ae


, B =


05×1

1
M+mh

06×1

 ,

E(η(t)) =


05×1

k1(η(t))
M+mh

Be

 and C =

[
01×5 1 01×6

]

with k1(η(t)) and k2(x(t)) input-dependent and state-dependent coefficients

k1(η(t)) = ρgπ
(η(t)2

3
− r2s

)
and

k2(x(t), η(t)) = ρgπ
(
z(t)− η(t)2 + r2s −

z(t)2

3

)
.
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In the next section, the implementation of the controller follows.

3.2 Wavelet FRE Control Synthesis

The general multiscale features of the controller developed in this Chapter follow the framework

described in [80]. The dynamics of the generator is reduced as in Chapter 2. It is assumed to be

governed by a resistance Rs = 5Ω, resulting in the expression for the mechanical and electrical

power as

Pm(t) = fPTO(t)ż(t) (3.12)

Pe(t) = νout(t)i(t) =
(
νemf (t)−Ri(t)

)
i(t) (3.13)

where the time dependency of variables is explicitly stated. Within the formulas

• i(t) represents the generator’s current (control variable);

• νout(t) is the output voltage (proportional to the output velocity);

• νemf (t) is the back electromotive force;

• ż(t) is the compression rate (vertical speed of the actuator stroke), supposed equal to the

vertical velocity of the device relative to the seabed.

Refer to Fig.2.5 for the schematic representation of the generator. In the same simplified manner,

velocity ż(t) and control force fPTO(t) can be related to the output voltage and current with

fPTO(t) = Kii(t) νout(t) = Kv ż(t). (3.14)

andKi, Kv are force constants determined by the generator’s characteristics. This allows to rewrite

the system (3.11) with the matrix substitutions

B′ = BKi C ′ = KvC. (3.15)

where needed.

3.2.1 The objective of the controller

Given the power quantities Pm(t) and Pe(t) interrelated with conversion efficiency ζ

Pe(t) = ζPm(t) (3.16)
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recalling Chapter 2, the aim of the controller is the maximization of

J = E{Pe} (3.17)

where E{·} is the expected value under stationary conditions. We can re-state it as a minimization

problem as

max
i
J = min

i
−J. (3.18)

This minimization problem can be solved using Algebraic Riccati equation only under a sta-

tionary assumption in an asymptotic case. Hence, the solution is strictly valid under a restrictive

condition and is in fact not valid in the present case where we are dealing with non-stationary

sea state excitations and responses. However, note that the power generation term is composed

of two competing quantities, the first being the instantaneous power without losses and the other

corresponding to the generator loss. Hence, we can set an optimization problem with appropriate

sign defined weights assigned to these two quantities. Following a general framework, considering

the weighted energy corresponding to a band associated with a scale ’a’ in wavelet domain, one

can conveniently define the objective functional for each individual frequency band as

Ja =

∫ tc

t0

{Wψa
νout}T [N ]a{Wψa

i}+ {Wψa
i}T [R]a{Wψa

i}]db, (3.19)

which is written extending the framework of the classic Linear Quadratic Regulator (LQR) ob-

jective function to a multi-resolution one, with output y = νout, and where the output related

weight terms (i.e., Q in the classical case, or by [Q]a in wavelet domain) are set to zero. No-

tice that the WEC dynamics was previously augmented with Eqs. (3.15). In fact, the control

input is the current i. The convenience of including the voltage νout and the input i in Eq.(3.19)

stands in the presence of their cross products {Wψa
νout}T [N ]a{Wψa

i}. The operator {Wψa[·]} is

the continuous wavelet transform of [·] with respect to the basis function ψ and the parameter a

determines the frequency content of the different bands. The matrices [R]a and [N ]a are frequency

dependent weights associated with the transformed control input {Wψi} and the combined effect

of the transformed control input and the transformed output {Wψνout}. The parameter b denotes

the translational parameter and signifies the localization of the energy corresponding to the band

with scale ’a’ temporally around t = b. db denotes the differential respect to b.

For design of the control input, it is convenient to use DWT owing to its exact decomposi-

tion/reconstructing capabilities. An exhaustive explanation on the relationship between the con-

tinuous transform expressed in Eq. (3.19) and the DWT (for perfect decomposition/reconstructions

of the signals) used in the present work is found in [114].
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3.2.2 Control Design

It is shown in [122] that by applying the continuous wavelet transform to the system (3.11), where

the matrices B and C have been substituted for the new inputs and outputs with the matrices B′

and C ′ (Eq. (3.15)) and using the slowly TV approximation, the first equation can be transformed

to

∂

∂b
Wψa

x(b) ≈ A(b)Wψa
x(b) +B′(b)Wψa

i(b) + E(b)Wψa
η(b) (3.20)

for a particular "a". Similarly we can write

Wψay(b) ≈ C ′(b)Wψax(b). (3.21)

The aim is to find a wavelet domain (transformed) state feedback gain Ka(b, x) such that

Wψa
u(b) = Ka(b, x)Wψa

x(b) (3.22)

minimizes the objective function in Eq.(3.19). It is important to note that the gains are state

and time dependent. Besides, they are also dependent on dilation scales, so on frequency bands.

The goal is to find a feedback gain which only depends on past and present system matrices

unlike other controllers where the backward Riccati solution requires the future knowledge of the

nonlinear system.

To achieve the goal, a key step in the process is following the construction of the inversion

transformation

∥Wψa
s(b)∥ =

1

∥Wψa
x(b)∥

. (3.23)

The transformation in Eq. (3.23) implies that a stabilization of the state of the system (3.20)-

(3.21) results in a destabilization of the transformed state (see [122]). Effectively, in the present

work it will simply translate into the minimization of the objective functional built in (3.19) with

appropriate state transformations.

This also means that a transformed input Wψa
v(b) can be found so that we have

∂

∂b
Wψas(b) = Ā(b)Wψas(b) + B̄(b)Wψav(b) (3.24)

where

Ā(b) = −T (Wψa
x(b))A(b)T−1(Wψa

x(b)) (3.25a)

B̄(b) = −T (Wψa
x(b))B′(b) (3.25b)
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and T (Wψa
x(b)) is a Householder transformation in wavelet domain [126]

T
(
Wψa

x(b)
)
= I − 2

Wψax(b)Wψax
T (b)

Wψa
xT (b)Wψa

x(b)
. (3.26)

It can be shown that such control input Wψav(b) is found by solving for Pa(b) the following

forward Riccati differential equation

d

db
Pa(b) = −ĀT (b)Pa(b)− Pa(b)Ā

T (b) +Qa(b)−

−
(
Pa(b)× B̄(b) +Na(b)

)
R−1
a (b)

(
B̄T (b)Pa(b) +NT

a (b)
)

(3.27)

Pa(b) |b=0= Pa0 > 0

resulting in control gains

Ka(b, x) = R−1
a (b)

(
B̄T (b)Pa(b) +NT

a (b)
)

(3.28)

In Eqs.(3.27)-(3.28), Qa(b) > 0, Ra(b) > 0, Na(b) > 0 and Qa(b), Ra(b), Na(b), Q−1
a (b), R−1

a (b)

and N−1
a (b) are all uniformly bounded. Eq. (3.27) is integrated over the time interval [0, t] for each

scale. Through the transformation in Eqs.(3.25a)-(3.25b), the proposed controller implements a

nonlinear dynamic state feedback which depends only on past and present states, removing the

drawback of noncausality.

Now, the approximated relationship between continuous wavelet transform and the DWT, is

well defined in [114]. Once the optimization is performed separately on the filtered signal with

different bands, control current i(t) can be found by adding together the components as

{i(t)} = −[K]L{x(t)}L −
n−1∑
j=L

[K]dj{x(t)}dj (3.29)

and in turn, determine the control force fPTO(t) (Eq. (3.14)). The frequency dependent control

gain matrices [K]L and [K]dj (with j = L, ..., n − 1) are based on the MRA decomposition. On

a generic signal (for example the state vector itself x(t)) using an appropriate wavelet with basis

ψ and scaling function ϕ, so called scale equations are used to generate high and low pass filters,

and then a low frequency signal approximation {x}L and band limited signal components {x}dj is

computed so that

{x(t)} = {x(t)}L +

n−1∑
j=L

{x(t)}dj . (3.30)
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Figure 3.3: Signal processing of a single frequency sub-band, within the nonlinear controller: the
decomposed signal {x}dj is transformed to obtain {s}dj and the feedback gain [K]dj is computed
online solving Eq. (3.27). It is then applied to the decomposed state vector {x}dj to compute the
component {i}dj = [K]dj{x(t)}dj of the control current.

Table 3.1: Specifications of the Device (FRE Control)

Variable Parameter Value Units

rs Radius 3 m

M Mass 5.75 · 104 kg

mh Added mass 2.82 · 104 kg

kb Linearized Buoyancy 2.77 · 105 N/m

In Fig. 3.3 a scheme of the signal processing on a single sub-band a is shown. The FRE (3.27) is

computed based on the transformed filtered state {s}dj (which determines the transformed matrices

Ā and B̄). The feedback gain matrix is computed online and applied to the original filtered vector

{x}dj .

3.3 Numerical Control Performance

In the present section, we illustrate the performance of the described strategy, compared to the

previously developed Multiscale-LQR control from [122] and the simple version of the FRE control.

Table 3.1 reports the device characteristics used in the numerical case study.

The hydrodynamic coefficients obtained with the BEM solver to calculate the state-space ap-

proximation of the radiation force, assume a deep water condition, meaning that the effect of sea

bed is neglected. NEMOH was employed as solver, and the device meshing is shown in Fig. 3.4.

The approximation of the radiation force was obtained with the Frequency Domain Identification

MATLAB Toolbox, described in [127]. Results of the fourth order approximation are shown in

Fig. 3.5: on the left-hand side, the radiation Frequency Response Function Hr(ω), on the right-
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Figure 3.4: Mesh generated by Nemoh for the spherical PA, number of surface elements=500

Figure 3.5: FRF of the radiation force with its amplitude (top-left) and phase (bottom-left) and
related hydrodynamic coefficients: added mass (top-right) and damping (bottom-right)

hand side the hydrodynamic coefficients mh(ω) and b(ω), approximated by mh,est(ω) and best(ω)

respectively.

Time series of the wave elevation η(t) impacting the device are generated by a JONSWAP

spectrum [113] of significant wave height Hs = 2m and a zero-crossing period of 8s over a time

window of duration Tsim = 200s. Simulations are carried out on a MATLAB-Simulink environment

with a variable time step solver. The results are compared to the performances of the controllers

described in [128] and Chapter 2.

Following the reasoning on the spectral distribution of the signal of interest, a suitable choice

of wavelet basis is made. If the same orthogonal Daubechies family of wavelet used in Chapter

2 is chosen, based on the spectral distribution of the power signal Pe related to the present case
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Figure 3.6: Power Spectral Distribution (PSD) of the electrical power Pe

(see Fig. 3.6), we notice that the same four level decomposition suffices to cover most of the

spectrum. Attention can be placed on the approximation space for level 4, meaning that signals

with central frequencies lower than 0.89Hz are covered, while weightings on its complement space

can be relaxed, limiting the control effort.

Values of R = 3.5 and N = −600 are chosen for the approximation space at level 4, while

on the complementary space R = 20 and N = −600 are used. The same wavelet decomposition

and configuration is repeated as for the Multiscale-LQR controller, applied on the model of the

sphere developed in this Chapter. For the non-MRA version of the FRE controller (see [128]), the

objective function is expressed in the standard way, and there is no distinction between frequency

bands. Weighting matrices have the value of Rf = 5 and Nf = −600. The subscript ’f ’ is used to

distinguish the weights for the non-MRA FRE formulation.

The correct choice of the weights is immediately reflected in the results (Figs. 3.7-3.8). A clear

gain in power is exhibited with the proposed controller. The performance of the multi-scale wavelet

LQ is outperformed by the increased capabilities of the nonlinear FRE formulation. The control

effort can be localized in one main frequency band, relaxing all the others. This gives rise to higher

power generation with marginal increase in control force. The comparison is also summarized in

Table 3.2.
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Figure 3.7: Power Performance of the proposed Nonlinear Wavelet FRE Control, compared to a
simple FRE [128] and Multiscale-LQR

Figure 3.8: Control force in the proposed Nonlinear Wavelet FRE Control, compared to a simple
FRE [128] and Multiscale-LQR

3.4 Chapter conclusions

In this Chapter, a multiresolution control based on a FRE formulation is proposed for the power

maximization of a WEC modelled by nonlinear dynamics. The control design results in a TV

nonlinear dynamic state feedback control law. Floating devices with varying cross sectional area are

more accurately described by a nonlinear restoring force. The FRE formulation conveniently tackles

this dynamics describing it by a TV state space system. By applying an inversion transformation

of the state, the proposed formulation solves the associated differential Riccati equation forward
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Nonlinear FRE Baseline FRE Multiscale-LQ
Mean Power [W] 4.75 · 104 1.82 · 104 1.19 · 104
fPTO,RMS [N] 3.81 · 104 2.72 · 104 3.75 · 104

Table 3.2: Mean power and current rms value for the simulated sea state of 2m significant wave
height and 8s zero crossing period

in time, so that future information about system matrices is no longer needed. By re-formulating

this controller in wavelet domain, with a direct power maximizing objective in an LQ framework

in Chapter 2, it is possible to target the frequency bands of interest and boost the performance

further by saving the control effort on the non-active frequency intervals. This is highlighted in the

numerical results, where a spherical device was modelled and simulated, against a baseline FRE

formulation. The proposed control also shows a clearly higher performance as compared to the

Multiscale-LQ control in Chapter 2.
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Chapter 4

A Constrained H2-H∞ Maximum

Induced Power State Feedback

Control

The previous Chapters considered optimizing WEC performance without the presence of any ex-

plicit direct physical constraints or limits on the dynamics of the device or the actuators for

controllers. A constrained H2 and H∞ MIPC control with full state feedback is formulated in this

Chapter with application on a PA device. LTI dynamics is again assumed. The MIPC technique

states that a performance index can be minimized as a vector, which enforces the energy harnessing

requirement [95]. The LMI-based formulation is then potentially able to cast multiple objectives,

even contrasting ones, in the same optimization framework. This is likely to be very beneficial

since in wave energy, during the operation of a WEC, several considerations have to be taken

into account simultaneously. One of the most important ones is given by the physical limitations

imposed by the mechanical/electrical components. The best way to deal with them is to impose

hard constraints on the system dynamics, which is considered in this Chapter. Without such

constraints, there would no way to ensure that variables such as displacements, currents, voltages

etc. would be within a safe and physically allowed range. In fact, alternatively one would have

to consider the multi-objective optimization where each of the quantities is limited within specific

domains, and then the minimization is performed on the overall vector of variables constituted

by these quantities. This way though, there is still no assurance that boundaries would not be

exceeded especially in varying sea conditions. In [96], hard-constrains are cast together with the

LMI problem set, thanks to the concept of reachable sets in state space ellipsoids defined by a

quadratic storage function. With this method, saturation effects are also avoided.
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Table 4.1: Specifications of the Device and MIPC S −H2/S −H∞ tuning

Variable Parameter Value Units

r Radius 3 m

hc Height 5 m

M Mass 113097.33 kg

mh Added mass 51384 kg

K̂ Freq. Indep. Radiation damping 298,132 N/(m/s)

kb Buoyancy stiffness 277,370 N/m

µ MIPC coefficient 0.005

Writing the MIPC condition for a heaving WEC was again facing the challenge of a noncausal

relationship between the device optimal velocity and the excitation forces. The suboptimal as-

sumption of a frequency independent relationship between these quantities, allows a real time

implementation and allows for the MIPC requirement to be cast into the LMI formulation. The

causal architecture herein is again within the spirit of the thesis, where we remind all control strate-

gies are "forecasting-free". The performance of the described controller is best seen on a highly

varying sea environment: on a sea state by sea state basis, the strategy is expected to harness a

reduced amount of power compared to an optimal control, given the presence of constraints.

Here is the novelty. The included hard-constraints are conveniently tuned with a single scalar

quantity, directly proportional to the energy of the input. This means that with such associated

scalar value, power maximization can be validated on each changing sea scenario, with no required

effort. To be expected is that compared with a standard LQ control formulation this would mean

no constraint breach when LQ does, and higher performance when LQ is unable to be successfully

tuned. This is seen in the results: a global outstanding increase in energy harnessed (up to 45%

for the S −H2 control), when a specific site off the west coast of Ireland is considered.

4.1 The Maximum Induced Power Control

As anticipated, this Chapter aims to develop a novel control strategy that will take advantage of

the Maximum Induced Power Control applied to the model of PA described in section 2.1.1 and

2.1.2. In this Chapter, the device dimensions are different than Chapter 2, reported in Table 4.1.

The dimensions relative to the device within this Chapter are referred to a full-scale floater, to be

deployed for sea installations.

The goal of the control strategy is to prove that the simplicity of implementation and the ability

to adapt easily to changing sea conditions is a winning skill for the controller: it is able to indeed

outperform more standard control strategies as a baseline LQ.

Thanks to a convenient LMI formulation the optimization problem for the computation of the
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Figure 4.1: Linear Permanent Magnet Generator schematic, with the respective position of its
stator and rotor highlighted

static gain is obtained as the result of a H2- and H∞- norm minimization of a suitable transfer

function. The procedure in which the two proposed MIPC control strategies perform the power

maximization is based on a causal assumption.

4.1.1 The Electromechanical Actuator

The control signal fc(t) consists of an electric current i(t) produced by a power generator or

Power-Take-Off, which must be carefully designed, in order to satisfy the constraints imposed by

the controller.

For instance, if one wants to ensure a sufficiently long lifespan, it is crucial to prevent slamming

and saturation. We consider a direct drive linear permanent magnet generator: it is simple and

readily available. A schematic of the machine is given in Fig. 4.1. One of the main advantages of

this kind of generators is that the use of magnets permits the avoidance of an excitation circuit.
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Its governing equations are

νa(t) = Rai(t) + La
di(t)

dt
+Kv ż(t)

fc(t) = Kvi(t)

(4.1)

where νa(t) denotes the armature voltage, La, Ra and Kv are the inductance, resistance and force

constant of the generator respectively. Following the notation in Chapter 2, ż is the heave velocity,

equal to the relative velocity between the stator and rotor.

A good choice is one that employs low currents and high voltages. Joule losses can be kept to

a minimum and in turn good efficiency can be had. In other words an actuator with high force

constant Kv and low resistance Ra is to be preferred. The generator’s choice determines the control

configuration. The constraints handling appears now very important.

4.1.2 Power Flow

The principles behind MIPC are found very attractive to the wave energy field. The idea behind

MIPC is restated in this Chapter for the PA device, so that the control can be developed.

The electrical power Pe generated by the device is proportionally related to the mechanical

power Pm as

Pe(t) = νa(t)i(t) = ζPm(t) (4.2)

with ζ being the actuator efficiency. The mechanical power, is defined as

Pm(t) = fc(t)ż(t). (4.3)

When the motor acts as generator (Pm > 0), Pe is the useful power that can be harvested. On the

contrary, when Pm < 0, Pe is the amount of power to be spent to produce Pm.

The power convention used throughout the Chapter is that Pm > 0 when it flows out of the

system, while negative if it is flowing into the system. The same convention applies to all power

quantities. Finally, the power dissipated for Joule effect is

Pd(t) = Rai
2(t) (4.4)

and this is the main contribution to the losses. It appears clearly now why it is important to keep

the current low. Other contributions to the losses are neglected for simplicity.

The idea of MIPC is to consider the term Ps given by
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Ps(t) = −fe(t)ż(t) (4.5)

(which is basically the power that the device exchanges with the impacting waves). Being fe(t) the

wave excitation force, it follows that it is the only exogenous signal in the system (2.12). Hence,

it is the only source of power to be harvested. Subsequently, in the above scenario, no power can

be harvested if fe(t) = 0. This is intuitive.

The following power balance holds

Ė(t) = Ps(t) + Pm(t) (4.6)

where Ė(t) represents the instantaneous power stored into or dissipated by the system.

One arrives with simplicity to

Ė(t) = −fe(t)ż(t) + fc(t)ż(t). (4.7)

This finally allows to draw out some conclusions that lead to the main principles behind MIPC:

• given that in the system there is no mechanical dissipative device such as a damper, and

the signal fe(t) is bounded (and the system is asymptotically stable), if obtaining an ideal

controller would be possible, both quantities Pm(t) and Ps(t) would be sign defined at all

times. In particular

Pm(t) >> 0, Ps(t) << 0 and Pm(t) = −Ps(t).

This would ensure that Ps is always large and flowing from the waves to the device whereas

Pm is large as well and flowing from the actuator to the grid/battery. In other words, all the

power induced would be harvested. This would also mean Ė(t) = Ps(t)+Pm(t) = 0 so there

is a perfect transfer of energy. In real situations, only approximations of the above situation

are obviously possible.

• since fc(t) is a directly manipulable variable it is theoretically easy to make Pm(t) sign-

defined and as large as we desire, but this does not take into account the role of Ps(t) and

one arrives very quickly to the conclusion that, when we are working in the favorable situation

of Pm(t) > 0 and Ps(t) < 0

∫ T

0

Pm(t)dt ≤
∫ T

0

| Ps(t) | dt (4.8)

and that (4.8) cannot be violated. Thus, this establishes a bound on the amount of electrical
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energy Pe(t) = ζPm(t) that can be harvested and suggests that it might make no sense to

synthesize control strategies that try to maximize Pm(t) if Ps(t) is small and there is no way

to increase its amount any further.

4.1.3 The aim

Now, based on the considerations just made on the power flow, it could be convenient to optimize

Ps as sign defined and large as desired regardless of Pm as Ps(t) > 0 at all times would provide a

barrier for the internal potential energy from flowing back towards the waves. It would be enough

to enforce the following ideal condition, which develops considering Eq. (4.5). We could state that

if

ż(t) = −µfe(t) (4.9)

remained true at all time instants, then Ps(t) would be negative sign-defined. That would lead to

Ps(t) = −µfe(t)2. (4.10)

Therefore, the power coming from the waves would be flowing into the system at all times and

it could be made as large as required by choosing suitable values for µ. In practice, this is obviously

not possible as the current i(t) would increase as well and this would make the Joule losses too

large over a certain threshold, where the harvested energy would be reduced instead of increased

further.

The parameter µ is indeed a key parameter that has to be tuned for the most convenient setup.

We are going to show that, starting from zero, the electrical power output increases for increasing

values of µ, but then as expected, the impact of the current in the losses becomes too large when

µ goes over a threshold. The value for µ that maximizes the electrical power output Pe is found

with the help of a bisection algorithm. Details on this choice will be given at the end of the

Chapter. It is important for now just to qualify µ as a constant. This allows the implementation

of the controller to be causal, and the control optimization expressible as a LMI combination. The

constant nature of µ results in a sub-optimal approximation of the known optimality condition for

maximum power extraction, as fully later justified. But the benefits gained by this approximation

in the control implementation are largely counterbalancing the marginal power reduction resulting

from the approximation.
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4.2 The Multiobjective H2 and H∞ Control Design

Now, we are able to show how anH2 andH∞ control design approach is able to cast into a (possibly)

multi-objective framework, this energy harvesting objective discussed this far. We introduce the

following performance output

zo(t) = ż(t) + µfe(t). (4.11)

given that it is simply not possible to find a dynamics for z such as Eq.(4.9) is perfectly satisfied.

The energy harvesting goal is precisely that of minimizing zo. This objective is pursued as a

H2 and H∞ norm minimization of the transfer function (with s as Laplace variable) built between

the output zo(t) and the input fe(t). It can be stated that, by minimizing the H2 and H∞ norms

of such transfer function, the energy/power of zo(t) is minimized as well, provided that fe(t) has

finite energy.

4.2.1 The Augmented System

To express the control requirements as LMIs, needed for the optimization, the system (2.12) is first

reformulated by the input fc(t) with i(t) as control variable

ẋ(t) = Ax(t) +Bi(t) + Efe(t)

y(t) = Cx(t).

(4.12)

With the definitions given in Chapter 2, the matrices in Eq. (4.12) are redefined as A = Aw,

B = Bw, E = Ew, C = Cw.

The objective in (4.11) also can be re-stated in matrix form as

zo(t) = Cx(t) +Di(t) + Ffe(t) (4.13)

where

C =

[
01×5 1

]
, D = 0, F = µ . (4.14)

The present matrix formulation, as it could be observed now, would make it very easy to add parallel

objectives in the vector zo, which now includes only the one which implies power maximization,

following the guidelines of MIPC. The multi-objective capabilities of the controller are yet to be

fully explored.

The inclusion of hard constraints is done with considerations that are clarified in the following

sections.
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In the development of this kind of controllers (H2 and H∞ norm minimization based), it is good

practice to add a filter for the input fe with the aim of localizing the energy of the disturbance

on specific frequency bands. Adding such filters helps to localize the effort of the actuator in

the optimization process. Such filter Wd is usually chosen as a low-pass filter, to damp out any

undesired high frequency component, most likely originated by system/optimization inaccuracies.

Mathematically this is done by augmenting the state space, i.e. extending xo to

xg =

[
x xd

]
(4.15)

where xg(t) ∈ Rng is the redefined WEC state, which includes the state xd of the filter Wd.

With the addition of the filter to the state-space formulation, the plant P results as

P :


ẋg(t) = Agxg(t) +Bg2i(t) +Bg1fe(t)

zo(t) = Cg1xg(t) +Dg12i(t) +Dg11fe(t)

zC(t) = CgCxg(t) +DgC2i(t)

(4.16)

This brings in the need to redefine the system matrices accordingly, given below. In addition, the

vector of constrained outputs is added.

• {i(t), zo(t)} ∈ Rnp1 are the port variables of the PTO. The current i(t) is the variable that

can be controlled directly, while zo(t) is the variable that responds to that control action.

np1 is the number of ports.

• zC(t) ∈ Rnp2 is the vector of constrained outputs, i.e.

|zi(t)| ≤ zi,max, i = 1, 2, ..., p2 − 1, t ≥ 0, (4.17a)

|i(t)| ≤ imax, t ≥ 0 (4.17b)

with zi,max and imax imposed limits on state and input current.

In particular,

Ag =

 A ECd

01×6 Ad

 , Bg1 =

EDd

Bd

 ,
Bg2 =

B
0

 , Cg1 =

[
C FCd

]
,

Dg11 = FDd, Dg12 = D

(4.18)

with Ad, Bd, Cd, Dd being the minimal state-space realization of the filter Wd. Also, from Eq.
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(4.17), matrices DgC2 and CgC are

DgC2 =


0

0

1

 , CgC =


01×4 1 0 0 0

01×4 0 1 0 0

01×4 0 0 0 0


Their application is clarified within the next section, where the optimization routine is formu-

lated for the computation of the controller gain.

The next section clarifies the procedure for the inclusion of the hard constraints in the H2 case

and H∞ case.

4.2.2 Constrained State H2 (S −H∞) Control

Based on the overall plant P , now it follows the procedure for the full-state H2 controller design.

This means that it is assumed that all the state variables are available for feedback. In other words,

the law

i(t) = K2xg(t) (4.19)

is to be enforced, where K2 ∈ Rnp1×ng is the H2 optimal state feedback controller gain.

By substituting the state feedback control law (4.19) in the open loop plant P we obtain


ẋg(t) = (Ag +Bg2K2)xg(t) +Bg1fe(t)

zo(t) = (Cg1 +Dg12K2)xg(t) +Dg11fe(t)

zC(t) = (CgC +DgC2K2)xg(t) .

(4.20)

Based on the plant, the control design consists in the minimization of the H2 norm of the following

transfer function (between the performance output zo and the uncontrolled input fe)

Wzofe(s) = (Cg1 +Dg12K2)(sI −Ag −Bg2K2)
−1Bg1 +Dg11. (4.21)

This means that, for a given γ > 0, the necessary and sufficient conditions for the existence of

such a feedback law Eq. (4.19), which guarantees internal stability and the H2 norm from the

disturbance fe to the performance output zo less than γ, are equivalent to the conditions for

existence of matrices X = XT > 0, Y and W that satisfy the following LMIs

Ac +ATc Bg1

BTg1 −I

 < 0,

 X (Cg1X +Dg12Y )T

Cg1X +Dg12Y W

 > 0, T r(W ) ≤ γ (4.22)
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with Ac = AgX +Bg2Y . If solvable, the state feedback will be given by K2 = Y X−1.

Now, for the inclusion of constraints, defining the matrix Q = X−1, with a quadratic stor-

age function as V (xg) = xTg Qxg we can show that the feasibility of (4.22) guarantees that the

closed-loop system (4.20) is asymptotically stable and that d
dtV (xg(t))− ∥fe(t)∥2 < 0 which after

integration [129] leads to

V (xg(t))− V (xg(0)) <

∫ t

0

∥fe(t)∥2dτ. (4.23)

In addition, the assumption of bounded disturbance energy gives

V (xg(t)) ≤ V (xg(0)) +

∫ t

0

∥fe(t)∥2dτ ≤ V (xg(0)) + fe,max (4.24)

for any t > 0. This implies that the closed loop trajectory stays in an ellipsoid defined by

Ω(Q, κ) := {xg ∈ Rng |V (xg) ≤ κ} (4.25)

with κ := fe,max + V (xg(0)). In order to cast the time-domain constraints in (4.17) as LMIs, we

can say that the ellipsoid Ω(Q, κ) contains the set of all reachable states for the closed-loop system

with disturbances whose energy is bounded by fe,max := κ (V (xg(0)) = 0 is assumed). We can

recall the result from [94] and state that

max
t≥0

|i(t)|2 = max
t≥0

|(Y X−1)xg(t)|2

≤ max
xg∈Ω

|(Y X−1)xg|2 ≤ κ
∥∥∥(Y X− 1

2 )
∥∥∥2
2
,

max
t≥0

|zCi(t)|2 = max
t≥0

|(CgC +DgC2Y X
−1)ixg(t)|2

≤ max
xg∈Ω

|(CgC +DgC2Y X
1)ixg|2

≤ κ
∥∥∥((CgCX +DgC2Y )X− 1

2 )i

∥∥∥2
2
,

(4.26)

where the Cauchy-Schwarz inequality is used. Then, if the matrices X and Y furthermore satisfy

that

 1
κZ Y

Y T X

 ≥ 0,with Z ≤ i2max

 1
κN CgC +DgC2Y

⋆ X

 ≥ 0,with Nii ≤ z2i,max

(4.27)
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for some symmetric matrices Z and N , then the constraints are satisfied. Ultimately, the solution

of the following semi-definite programming

min
X=XT ,Y,Z=ZT ,N=NT ,γ

γ s.t. LMIs in (4.27) and (4.22) (4.28)

guarantees all the previous assumptions. By using the YALMIP parser [130] and the SeDuMi [131]

solver, the full state-feedback control gain K2 is computed offline.

4.2.3 Constrained State H∞ (S −H∞) Control

When it concerns the development of the H∞ controller, the procedure follows the same logical

steps in the previous section, but the LMIs specified will be different.

So, still referring to plant P , the feedback law will be equivalent

i(t) = K∞xg(t) (4.29)

where again, K∞ ∈ Rnp1×ng is the H∞ optimal state feedback gain. The minimization of the

transfer function in (4.21) will now refer to its H∞ norm. For a given γ > 0, the necessary and

sufficient conditions for the existence of such feedback law, guaranteeing hence internal stability

and indeed the H∞ norm from the disturbance fe to the performance output zo less than γ are

equivalent to the existence of matrices QT = Q > 0 and Y satisfying


Ac +ATc Bg1 (Cg1X +Dg12Y )T

⋆ −γI DT
g11

⋆ ⋆ −γI

 < 0 (4.30)

where ⋆ represents the transpose of the element across the diagonal. See Appendix C for more

information on the LMIs specific of these norms. The feedback gain is defined by K∞ := Y P

with P of analogous meaning to the previous section. The LMIs referred to the inclusion of hard

constraints repeat from paragraph 4.2.2.

So eventually the solution will be given by the following semi-definite programming minimiza-

tion

min
X=XT ,Y,Z=ZT ,N=NT ,γ

γ s.t LMIs in (4.30) and (4.27) (4.31)

given that it is convex and numerically tractable. If solvable, the state feedback gain is given by

K∞ = Y X−1.

Now, before discussing the numerical results of the Chapter, in the next section the details over
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the implementation of the LQ control are given, so that the comparison is fully defined, and the

meaning of the numerical results is clarified.

4.3 Linear Quadratic Control

As stated, given its popularity in many different engineering fields and being perhaps the closest

relative to H2 control, one of the most logical comparisons as an optimal strategy written in

state-feedback form is the LQ control.

As the name suggests, Linear Quadratic control is applied to linear systems or to systems that

can be approximated as linear under some assumptions. The quadratic objective function can be

re-formulated to accommodate different needs, but it is not suitable neither for multi-objective

optimization nor to accommodate hard constraints. So, besides being optimal, a cautious tuning

has to be considered in real applications given that there is no guarantee that the variables will

operate in delimited region.

The LQ control is going to directly maximize the power in its objective function, as in [132]

and as previously seen in Chapter 2. The work by [133] applies the function to a single generator

configuration as in the present case. This is taken as reference for the present development. The

only difference is that here no observer is used to allow the comparison with the proposed state

feedback controller.

The strategy is sea state dependent (its optimal tuning will change when the sea condition

change), if the system in (2.12) describing the heave dynamics, is augmented with (2.10) which

describes the wave elevation-to-excitation force causal model. This means that when the sea

state changes the configuration chosen for the controller will no longer be optimal and a new

configuration should be find and studied for the controller to work at its best. This is not very

convenient in an environment where every few hours or sometimes shorter, new sea conditions

occur and a re-computation is needed.

From a practical development, the overall system (4.12) and the excitation force subsystem

(2.10) are cast together so that LQ optimizes on the sea properties as well.

The two systems are cast together as

Aa =

A BCe

0 Ae

 Ba =

B
0

 Ea =

 0

Be

 (4.32)

which results in

ẋa(t) = Aaxa(t) +Bai(t) + Eaη(t) (4.33)

where xa(t) is the augmented state including the excitation substates. The controlled input vector
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is once again the current i(t).

The control input i(t) is determined by finding a feedback matrix KLQ such that

i(t) = KLQxa(t), (4.34)

in a form analogous to Eq. (4.19). KLQ is determined by solving the Algebraic Riccati Equation

(expressed later in (4.38)) associated with the problem.

We must now recall the role the electrical power Pe, to subsequently identify our objective

function

J = ε{−Pe} (4.35)

where ε{·} is the expected value under stationary conditions.

To qualify as a LQ type of controller Eq. (4.35) must be written as quadratic function. Given

the linear generator, the instantaneous electrical power Pe(t) can be simplified as

− νai = −(νemf +Rai)i = −νemf i−Rai
2, (4.36)

where νemf is the back electromotive force and νa is the output voltage.

The minimization problem can be then expressed

min
i

−ε[νTemfNai+ iTRai], (4.37)

Na being the cross coupled weighting matrix and Ra once again the generator resistance. State

matrix Qa = 0. We can observe the first term being obviously a power quantity, and the second

directly related to the control input i(t). The resistance Ra quantifies the weight on the current,

and it is the only tool of this LQ formulation, in relation with the Na quantity, that can limit or

suppress the output. Unfortunately this does not directly guarantee that any state trajectory will

be contained in any given limited variable space.

The quadratic formulation of the objective function and the linear model, implies that the sym-

metric matrix solution PLQ to the algebraic Riccati equation associated with the infinite horizon

problem

PLQAa +ATa PLQ − (PLQBa +Na)R
−1
a (BTa PLQ +NT

a ) = 0 (4.38)

and the gain KLQ = R−1
a BTa PLQ, with PLQ and KLQ are both constant values.
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Figure 4.2: Intermediate sea state simulation with Hs = 1.76m and To = 7.99s (corresponding to
LQ tuning). Comparison of electrical power output between unconstrained MIPC and LQ on 100s
length simulation

4.4 Numerical Results

4.4.1 Comparison between S −H2 and LQ

First, the results are given with the application of the S −H2 control. An actual site was chosen

to collect the data of the sea states simulated.

Unconstrained S −H2 to LQ

Before going to fully assess the power performance of the constrained controller on the given

scenario, since the present formulation of MIPC implies a suboptimal assumption, it is interesting to

evaluate quantitatively the gap between the technique in absence of constraints and LQ, described

in section 4.3. Mathematically, this corresponds to solving the LMI problem in Eq. (4.28) without

the conditions in Eqs. (4.27). This comparison is limited to the controller S −H2. For LQ, this

means choosing the set of parameters which will maximize Pe compatibly with the physical limits,

applying a trial and error approach, to identify the most convenient setup.

Simulations are run on a single sea-state of significant-wave heightHs = 1.79m and zero-crossing

period To = 7.99s. The electrical instantaneous power comparison is plotted in Fig. 4.2.

As expected, LQ being optimal slightly exceeds S −H2 in terms of power generated. The gap

is indeed not found to be significant, given the mean power of 77.4 kW for S −H2 and 89.3 kW

for LQ, so just 13% larger.

For higher sea states, if considering the full constrained controller, the ability of S −H2 (and

S −H∞), by the tuning of κ (proportional to the energy of the input signal) the state trajectories

are easily adjusted inside the prescribed limits, still aiming for the power maximization objsective,
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while LQ fails to stay within the limits in such sea-states. For lower seas instead the tuning of κ

leads to push the lowered performance towards higher energy, indirectly adjusting the tuning to

the different states, which also LQ is incapable of doing.

Constrained Control Performance

In this section, we are going to evaluate and compare the performance of S −H2 and LQ control.

The theoretical development of the control is presented in Section 3.3 and it is applied to the device

modelled in Chapter 2, section 2.1.1. The specific site conditions considered for power generation

are introduced in subsection 4.4.1. Where limits are applied, the PTO force is bounded to 3MN

(and subsequently the current limit is ≈ 3kA), the PTO excursion is limited to 5m and the PTO

velocity is limited to 5m/s. The limits are based on typical estimates of PTO capabilities [134].

PTO efficiency is not considered in this work but it would be an interesting future addition.

A time span of 1000s is chosen for each simulation using irregular waves on wave period ranging

between 5s−16s binned in six different classes, while wave heights range between 1m−6m classified

in six classes as well. This makes up to a total of thirty-six sea state combinations for investigation.

An average power output with both the S −H2 controller and the LQ controller is calculated

for each wave height and period combination, and then given the probability distribution charac-

teristics of the site, shown in Fig. 4.3, the total energy capture is determined as well. A comparison

between the novel state-feedback H2 MIPC controller with the LQ control described in subsection

4.3 is presented. We see from the results, how with the addition of the LMIs in Eq.(4.17) to the

optimization problem, hard constraints are accounted for, and the power is maximized in a highly

varying sea state scenario. With the proposed control, saturation is also fully avoided, given that

the trajectories of the states are meant to be contained within the defined ellipsoid (Eq. 4.25).

Only in case of unpredictable extreme events, the states might reach such conditions, which will

however, be rare. With an appropriate tuning, it is possible to push the operational region of

the device to harness the highest power feasible, outperforming the unconstrained controller LQ,

guaranteeing that all the variables are within the acceptable range at all times.

Site conditions

When designing a controller for a WEC it is fundamental to consider the site conditions where the

device is going to be operational. In the present case, the site chosen is an area of the sea to the

North West of Ireland. Data is collected over a period of six months between May and November

2020. The data is taken from official measurements [135]. Among all sea conditions, an operational

region has been highlighted. Only within that region (shown in Fig. 4.3 with a black rectangle),

the device is supposed to be harnessing power. Therefore, those will be the sea state combinations
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Figure 4.3: Probability (%) of sea conditions for the chosen site. The operational conditions are
highlighted in the black box and encompass 90.24% of the conditions (data from AMETS Berth B
Wave Buoy offshore north west coast of Ireland).

that are simulated.

Comparison of Average Power Capture

The average power harnessed (energy divided by simulation time) is shown in Fig. 4.4. The first

thing that we can observe is that the LQ controller slightly outperforms the novel S −H2 control

in some cases relative to low-to-medium sea states. This is due to the fact that LQ does not

rely on a suboptimal assumption, and it is exactly tuned for an intermediate (nominal) sea state

(Hs = 1.76m and Tp = 7.99s). The simulations are then repeated for LQ with the same tuning

for all the other sea states. This results in an under-performance for the sea state combinations

lower than the nominal, and it leads also to possibly too large excursions for sea state combinations

which are higher then the nominal one. Highlighted in black, we can already observe where the

LQ control fails to keep the variables within boundaries, and this is for a substantial portion of

the simulations.

With the S −H2 control instead, when the sea states become larger, constraints get activated

and prevent the quantities of interest to go out of the boundaries. Associated to each of the sea-

states, the value of κ also guarantees that while the constraints get activated, the problem is still
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Figure 4.4: Average Power for each wave height and period combination given the two strategies: in
dark grey (LQ), in light grey (Constrained S−H2). Highlighted in black the sea state combinations
where LQ fails to be applicable because of a constraint breach.

93



Figure 4.5: PTO current in 1.76m waves

Figure 4.6: PTO current in 4.51m waves

Figure 4.7: PTO current and PTO speed. In each sub-figure the left hand side shows the PTO
force against the PTO speed for the constrained S − H2 (top plot) control and the LQ control
(bottom plot). The right hand side shows the time series for the PTO current. Sampled at intervals
of 0.1s, between simulation time t1 = 900s to t2 = 1000s.

solved for maximizing power performance. In Table 4.2 all values of κ are listed with each of the

sea states simulated. If no constraints are built-in within the formulation, all variables are virtually

allowed to fluctuate with no restrictions; and as we can see with LQ this can result in infeasible

conditions for the real case scenarios, and it is subsequently not applicable. The cases where the

limits are exceeded cannot be taken into account for the calculation of the total harnessed energy.

In Fig. 4.4 the combinations where the LQ control fails to keep the device within boundaries

are highlighted in black - as observed, in almost half of the cases with the LQ control, at least

one constraint is breached, may that be the current, the velocity, the vertical excursion or all of
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Zero Crossing Period [s]
SWH* [m] 4.179 6.078 7.997 9.876 11.775 13.674
0.848 1 1 1 1 1 1
1.764 1 1 1 1 1 1
2.68 1 1.2 · 104 2.0 · 104 2.5 · 104 2.5 · 104 3.0 · 104
3.596 1 2.5 · 104 3.0 · 104 3 · 104 3 · 104 3.0 · 104
4.512 1.0 · 104 3.0 · 104 3.5 · 104 4.2 · 104 4.0 · 104 4.0 · 104
5.428 1.2 · 104 3.5 · 104 4.0 · 104 4.2 · 104 4.25 · 104 4.25 · 104

Table 4.2: Values of κ relative to the simulated sea states. *SWH=Significant Wave Height

them together. On the contrary, the proposed S−H2 controller is able to maintain the trajectories

within the given boundaries, for all of the cases.

Assuming that the wave climate is like it appears on the scatter diagram of Fig. 4.3 and the

WEC is operated in the outlined region (in black border), the S − H2 shows a 45% increase in

harnessed energy as compared to what is available using LQ control, and this is due to the non-

negligible portion of cases where the power is not accountable for LQ. The LQ control tuning is

chosen with Na =

[
0 0 0 0 −Kv 0

]
and Ra = 0.05Ω, with Kv = 938N/A (see [133]). A

different tuning of Na could have been evaluated, but it is likely that it would have shown less

violation of the limits in high seas but with at the same time a decreased power capture in lower

seas, hence not justifying the choice and still largely under-performing compared to the proposed

constrained S−H2. Also, a broader distribution of wave periods would probably see an even greater

benefit in the use of the S −H2 controller as the performance would be guaranteed independently

of how close to the resonance the device operates.

Comparison of Currents

Plots of the PTO currents against PTO speed, and PTO current against time with a wave height

of 1.76m are shown in Fig. 4.5; and with a wave height of 4.51m in Fig. 4.6. It is clear that

the limits are never reached with the constrained controller, whereas the LQ control fails to keep

the PTO speed within the limit for large waves, as anticipated. For both the controllers, we can

see that the relationship between the current and the velocity is far from linear, as it would be

expected. Saturation conditions are shown to be fully avoided with S−H2, given a correct tuning

of κ. We can observe that the magnitudes of the currents are slightly higher when larger waves

occur, but the PTO forces are still contained within the 3kN limit.

4.4.2 Comparison between S −H∞ and LQ

With the same approach as the comparison between S − H2 and LQ was made in the previous

paragraphs, we are hereby going to illustrate the numerical results of the comparison on the S−H∞

control instead.
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Figure 4.8: Average Power for each wave height and period combination given the two strategies: in
dark grey (LQ), in light grey (Constrained S−H∞). Highlighted in black the sea state combinations
where LQ fails to be applicable because of a constraint breach.

Figure 4.9: On the left-hand side: PTO current vs PTO speed. On the right hand side: PTO
current over simulation time. S − H∞ control (top) vs LQ control (bottom). Significant wave
height 1.5m.
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Figure 4.10: On the left-hand side: PTO current vs PTO speed. On the right hand side: PTO
current over simulation time. S − H∞ control (top) vs LQ control (bottom). Significant wave
height 4.5m.

The theoretical approach linked to the results that follow is explained in section 4.2.3. Once

again, the site conditions are the same of section 4.4.1 and the same are the operational sea states.

Applied limits hold with the same values described, and once again a 1000 s time window for each

simulation is chosen given the irregular waves ranging between 5s − 16s period and wave heights

between 1m− 6m.

So the average power for each sea state combination is calculated and plotted in Fig. 4.8. The

probability distribution of each state characterizing the site (Fig. 4.3) allows to determine uniquely

the average energy capture. Thanks to the added LMIs which account for the hard constraints (Eq.

(4.27)), the power is maximized on a highly varying sea scenario and saturation is avoided. Table

4.2 summarizes the values of κ. The resulting states are fully contained in the defined ellipsoid

with this method as well, as shown in the next paragraph.

Average Power Capture

For the controller just discussed, analogously to the S−H2 the average power harnessed is computed

for each sea state combination simulated. What is expected is that, given that LQ control is tuned

for a particular sea state, the strategy is optimal for that sea state only and it would underperform

on a wide portion of scenarios. As stated, this is due to the difficulty in tuning effectively LQ control

for changing sea states. Moreover, the inability of LQ to consider constraints, does not guarantee

that variables comply with the physical limitations. This results in a number of breaches which

are already highlighted in the previous sections. So the power harnessed in those cases cannot be

considered in the overall energy calculation. In Fig. 4.8 the comparison between S −H∞ and LQ

is shown for each sea-state combination.
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Figure 4.11: Electrical power Pe over time with the application of the two strategies S−MIPC H2

and S−MIPC H∞ in an intermediate sea state defined by a significant wave height of Hs = 1.76m
and zero crossing period of Tp = 7.99s

Comparison of Currents

In this paragraph, comparisons between S −H∞ and LQ is given for what concerns the generator

current i(t). The relationship between i(t) and the PTO speed ż(t) is shown for two significant

wave heights (1.76m and 4.51m). The time evolution of the current i(t) is shown for the same

range of cases as well. Once again, it is clear that the limits are never reached with the constrained

controller and saturation is also avoided. We can also observe that currents are slightly reduced for

S −H∞ compared to S −H2. This could appear as counter-intuitive given that the power output

sees larger excursions in H∞. The reason is though that velocities are slightly higher (which is

observed), still compatibly with constraints. What mentioned appears in Figs. 4.9 and 4.10

Comparison between H2 and H∞

S −H2 or S −H∞ controllers merely differ on their LMI norm computation. How this effects the

results is less predictable. It is observed that no substantial gain in the use of one or the other

appears in power production, resulting in no outstanding gain of energy with either choice as well.

A 42% energy gain is computed with S −H∞ with respect to LQ while S −H2 registers a 45%.
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When it comes to the instantaneous power over time (as for example the sea state simulated in

Fig. 4.11), it appears that H∞ has higher spikes and both the maximum and minimum peaks are

further from the average than the S − H2 case. This perhaps makes the strategy less attractive

given that the generator is meant to handle the power excursions in both directions. Complications

in finding suitable machinery is added, which is likely to drive costs up. The tuning of LQ control

and the choices for κ are as described in subsection 4.4.1. In the author’s opinion, S −H∞ does

not present advantages over S −H2

4.4.3 The choice of µ

We are going to conclude by explaining how the choice of µ as constant was made, and which

physical consequences and meaning this has.

By looking at Eq. (4.9) and the overall plant in Eq. (4.12), it is clear how a constant expression

for µ allows a neat LMI optimization. In [120], with a second order model reduction, it was found

that the relationship obtained in optimal control theory, between the vertical velocity of a SDoF

PA and the excitation force could be approximated with a frequency independent one, or namely

a constant, for a relatively broad set of input frequencies, with little gap to optimal performance.

With this in mind, an approach for a constant causal approximation to the "wave force-to-device

velocity" relation, looked desirable. The electrical powert is indeed just a fraction of the harvested

mechanical power Pm

Pe = Pm − Pd. (4.39)

This means, that the losses Pd play a critical role. When µ increases, so does the mechanical

power Pm but also the control current i. Given the quadratic dependency of Pd on the current,

the electrical power results necessary reduced after a threshold (optimal value), as the losses will

be grown way more than Pm does. Mathematically, on order to compute the optimal value of µ

which maximizes the net electrical power Pe, on the assumption that one maximum in terms of

average electrical power P̄e does exist when varying µ from zero to infinity, it is found convenient

to employ the bisection method. The bisection algorithm is known to be able to find the roots of

a continuous function for which one knows two values with opposite sign.

The function under investigation is the derivative ∂Pe

∂µ . So, starting from two limit cases with

µ1 = 0 and µ2 = 10 (where the latter is found to be a reasonable upper limit given the physics

of the problem), the following values of µ and ∂Pe

∂µ are computed according to the signs of the

derivative functions.

In Fig. 4.12, the quantity P̄e, or average electrical power, is plotted for increasing values of µ

as a parameter. It is clear that a maximum value is found for µ ≈ 0.005. The harnessed energy
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Figure 4.12: Electrical mean power for an intermediate sea state of Significant Wave Height Hs =
1.76m and Zero Crossing Period To = 7.99s with increasing values of µ. The problem reaches an
optimum at about µ = 0.005.

(Fig. 4.13) as µ increases, subsequently increases, but starts to be more and more bidirectional

also, till the maximum is reached.

In fact, the choice of µ as constant is an approximation of a more complex condition, but the

benefits given by this approximation leading to the simplicity of the formulation, fully justify it.

Alternative expressions for µ could logically then have been evaluated, but the added benefit

when weighted against the complexity may not be worth the effort involved. A more rigorous proof

to justify this statement is left out of the scope of the present work. However, as already pointed

out, the choice of µ is motivated by the real time capabilities of the control technique, and it is

chosen in such a way so as to keep the computational burden associated with the optimization

algorithm to a minimum. The non-causalities resulting from more complicated expressions for µ

also might result in an infeasible solution in terms of expressing the problem in a Linear Matrix

Inequalities formulation, which is indeed crucial in the successful development of the controller.

4.5 Unconstrained S −H2 vs Optimal

Before the concluding remarks, the comparison between unconstrained S −H2 and the noncausal

optimal controller in Appendix A is also given. S −H∞ is left out as similar conclusions can be

100



Figure 4.13: Electrical energy capture for an intermediate sea state of Significant Wave Height
Hs = 1.76m and Zero Crossing Period To = 7.99s with increasing values of µ. The first 500s of
the simulation are shown. The problem reaches an optimum at about µ = 0.005.

drawn. This comparison is found of interest in order to evaluate the magnitude of the gap induced

by the causal approximation in S −H2.

The observed gap is more significant than the one observed in Section 4.4.1 as expected, given

the causal nature of LQ. (see Fig. 4.14). Since a high sea is here simulated (Hs = 4.51m)

the velocity excursion and generator’s current are dragged to very high values and the need for

constraints is apparent (Fig. 4.15).

4.6 Chapter conclusions

This Chapter tackles the problem of constrained power maximization on a WEC with two novel

control strategies applied on a linear PA WEC. The control strategies are built, in order to optimize

the performance on a highly varying sea environment while facing physical constraints. The controls

are H2-based and H∞-based full state feedback schemes. The power objective is inspired by

the MIPC concepts. Hard constraints are incorporated in the control formulation and solved

by transforming the problem into a LMI setting. One first advantage is immediately seen, as

the control architecture is causal and fully implementable offline. The second and most relevant

advantage is seen when running the simulations: the strategies are always capable of maximizing

the power while the physical limitations are respected, despite the changing sea conditions. This
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Figure 4.14: Unconstrained S −H2 vs Optimal (power)

Figure 4.15: Unconstrained S −H2 vs Optimal (velocities)
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is done simply by adjusting a tuning parameter proportional to the energy of the input. The

result is a dramatic boost of energy if a comparison is made with a strategy that does not take

constraints into account. An immediate comparison was done with LQ control: its inability to

be tuned efficiently and to tackle hard constraints brought the proposed S − H2 and S − H∞

schemes to harness up to 45% more energy. The S − H2 and S − H∞ controls are also able to

cast multiple objectives in their formulation, given the LMI representation, without significant

added computational burden. The numerical evaluation of this statement is left for future work.

Differences between the performance S −H2 and S −H∞ are not seen to be particularly relevant.

To be noticed though, power variation with S −H∞ control appears poorer given a higher ratio

between peak power and average power output. On the other hand, it generates a slightly higher

mean power. So, the one to be preferred for applications, will depend on the actual PTO machinery

in use.
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Chapter 5

Observer-based Constrained

Maximum Induced Power H2- H∞

Control

The state feedback nature of controllers in this thesis so far relies on the assumption of fully

known state vectors. This assumption applies to all the formulation in the previous Chapters

(from Chapter 2 to Chapter 4). In this Chapter an iterative LMI-based procedure, is used to find

solutions to the BMI formulations with an appropriate algorithm. The results are verified on the

same model of WEC in Chapter 4. Results are shown both for the H2 and H∞ case.

5.1 Observer-based Control

The general procedure is developed for the purpose of illustration on the H2 control case. But the

procedure remains unchanged if the observer is applied on the H∞ controller.

The substantial difference of observer based control with state feedback control is that the

assumption of a fully known system state is eliminated. The feedback gain is not applied anymore

on the state itself as in Eq. (4.19) but it will be multiplied to a state estimate x̂g instead, which

is the subject of the investigation here. The state estimate x̂g will be computed from real time

measurements, for which the overall augmented system (4.16) is rewritten for convenience, with

the addition of the measurement equation

104



P :



ẋg(t) = Agxg(t) +Bg2i(t) +Bg1fe(t)

zo(t) = Cg1xg(t) +Dg12i(t) +Dg11fe(t)

y(t) = Cg2xg(t) +Dg22i(t)

zC(t) = CgCxg(t) +DgC2i(t)

. (5.1)

where y(t) is the vector of feedback measurements. We can also observe that the current i(t)

(control variable) is supposed to be known with certainty and its contribution in the measurement

vector is determined by Dg22. In particular,

Cg2 =

[
− Cr

M+mh
− Kb

M+mh
0 0

]
and Dg22 =

1

M +mh
.

The design of the observer is based on the measurement vector y(t). So attention has been

given on this quantity. Its expression will directly result from the measuring equipment available.

Light and cheap accelerometers are the most available type of sensors in marine energy field. This

determines the outline of Cg2 and Dg22 above. A review of measuring devices in ocean energy

field can be find in [98]. The use of accelerometers can be appreciated in an evaluation between

an experimental setup and a linear model. In [136] notice also in y(t), the measurement of the

excitation signal fe(t), which is usually more complicated, can be fully avoided. Different choices

in measuring equipment could have been made, leading to perhaps more accurate results. Costs

of such choices would probably be higher and in our opinion not justifiable given the accuracy of

the results found in this research.

The observer-based control law, can be written in the form



˙̂xg = Agx̂g +Bg2i− L2(y − ŷ)

ŷ = Cg2x̂g +Dg22i

i = K2x̂g

(5.2)

where L2 is the observer gain to be computed and K2 the state feedback controller gain. The role

of the estimated states x̂g is central to the controller, and it is clear that the computation of an

accurate x̂g is decisive for its successful implementation.

We can now write the error dynamics related to plant P


ė = (Ag + L2Cg2)e+ (Bg1 + L2Dg21)

ze = C3e

(5.3)
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where e = xg − x̂g is the error variable and ze is a vector output that can be weighted and can be

tuned in order to target the observation error less affected by disturbances. Substituting plant P

(Eq. (5.1)) in Eq. (5.3) the closed loop system is obtained as

 ˙̂xg

ė

 =

Ag +Bg2K2 −Bg2K2

0 Ag + L2Cg2


xg
e

+

 Bg1

Bg1 + L2Dg21

 fe
z̃ =

[
Cg1 +Dg12K2 −Dg12K2

]xg
e

+Dg11fe

(5.4)

The objective is now to design an observer-based control law so that the closed-loop Eq. (5.4) is

stable and respects hard constraints, or in other words, the plant in (5.1) is stable and the error

dynamics in (5.3) is simultaneously satisfied, while the constraints are not breached.

The approach to this is to design the control law as follows. First, the stabilizing state feedback

is designed without an estimator (as in previous Chapter 4). Subsequently, the observer is computed

based on the controller designed. It was chosen to follow the reasoning behind [102] to deal with

the observer design in a constrained environment. The concepts described in the reference to input

constraints are extended to formulate constraints on the state vector in the same optimization

process. The invariant ellipsoid theory is mapped out onto a second problem set. The overall

result though appears to be inevitably a bilinear non-convex optimization. It will be tackled in

the next section.

5.2 Observer Design

The linear control law in (5.2) is behind the design of the observer gain L2. The state feedback con-

troller gain K2 is found first, independently from the computation of the observer. The procedure

for its computation is outlined in Chapter 4.

If no hard constraints (4.17) were to be applied on the system (5.1), an estimator capable

of minimizing the error dynamics in (5.3) would suffice, as the performance of interest would be

limited to the power.

Prior to further computations it is useful to determine the so called "observability" of the

system (5.1), defined in control literature as the measure of how well internal states can be inferred

from knowledge of external outputs. In Linear Time Invariant systems like the present, one can

determine if a systems is or not observable by looking at the pair (Ag, Cg2). If the system is

observable, the matrix

Wo =

∫ t

0

eA
T
g τCTg2Cg2e

Agτdτ (5.5)
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Figure 5.1: Observer-based control architecture

is nonsingular for any t > 0. This can be easily verified. Now, for the design of the observer further

steps are necessary.

In the present circumstance, it is not sufficient to establish the observability of the system

by the property just shown, as the basin of attraction of the problem for the computation of the

observer gain L2, is substantially different, given the presence of constraints in the control problem.

Additional considerations are present. As in [102], in order to include input constraints, it is first

useful to define a "linear region" for a given observer gain, meaning the region where the variables

of interest do not reach the problem boundary, and hence they do not saturate. We remind that

one of the advantages of the constrained MIPC controller is its ability to both handle constraints

and also keep the values of the constrained variables away from saturation.

The first condition to be met by the observer is by defining a Lyapunov function Ve(xg, e) as

Ωe =
{xg

e

 ∣∣∣Ve(xg, e) =
xg
e


T

R

xg
e

 ≤ κ
}

(5.6)

where R > 0, R ∈ R2n×2n. To be a correct estimate of Ω, Ωe must be positively invariant and

both the states and the input must be unsaturated over Ωe. Translated in LMI formulation this

means

R > 0, ÂTR+RÂ < 0, (5.7)
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with

Â =

Ag +Bg2K2 −Bg2K2

0 Ag + L2Cg2

 (5.8)

which have to be met by the matrix variable R. Now, the input i can be written as function of xg

and e

i = −K2x̂g = −
[
K2 −K2

]xg
e

 (5.9)

resulting in, and analogously to Eq. (4.27) given by


R

KT
2

KT
2

[
K2 K2

]
1
κZo

 ≥ 0, Zo ≤ i2max. (5.10)

Equivalently, for the state vector condition we obtain


R

 CgC

0n×p2

[
CgC 0p2×n

]
1
κNo

 ≥ 0, No,ii ≤ z2i,max. (5.11)

Eq. (5.7) contains terms that are products of matrix variables. As we can see, it is not an LMI but

a BMI. Generally, these problems are non-convex, and not straightforward to solve. This is mainly

due to the fact that non-convex optimization problems can possess local optima. Unfortunately,

this equation cannot be written as an LMI, even with substitutions. So, in our particular problem,

it is found the most straightforward to operate iteratively. Still, there is no guarantee that the

found solution is indeed the global optimum.

In order to write the optimization problem, from Eq. (5.7) an extended upper limit σ can be

defined on the output energy leading the expression to


ÂTR+RÂ

In×n
0n×n

[
In×n 0n×n

]
−σIn×n

 < 0 (5.12)

Now, the optimization problem is written combining the previous equations as

minσ (5.13a)
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such that

R > 0, (5.10), (5.11), (5.12) (5.13b)

in the matrix variables R and L2. By using again the YALMIP parser [130] and the SeDuMi

solver [131], also the observer gain L2 can be computed offline. Now, let us see more in details the

procedure employed for the solution of Eq. (5.13).

5.3 LMI-based Coordinate Descendent Method

In this section, we show how a so called "LMI-based Coordinate Descendent Method", succeeds in

giving an acceptable solution to Eq. (5.13), despite not being able to prove that such solution is

an optimum in any sense. Given the cost function decreasing at each iteration, the solution seems

to converge: the performance simulated with the observer computed at the end seems to satisfy

the constraints while keeping the error e within an acceptable range. It is with these criteria that

the solution is deemed admissible. In [103], a so called sequential LMI-based coordinate descent

method for solving BMIs is proposed with some improvements given a change of variables, where

in [137] the considerations are extended to multi-objective optimizations. The basic method, so

called V −K, is found to be enough for our purposes.

5.3.1 The algorithm

In this section, we illustrate the steps of the iterative process which lead to a solution to (5.13).

The procedure in this Chapter sees initiating the matrix variable R = I2n×2n to compute a first

observer gain L2. By substituting the values found for L2 in the optimization problem (5.13), the

iteration process can advance with the computation of a new R matrix. The value of the cost

function is suppose to decrease at every iteration, if the algorithm is meant to converge. In other

words, starting from an initiated fixed variable R, the problem is brought to LMI form and at each

step the optimization is convex and it can be solved with standard techniques. Then sequentially,

with the optimized variable L2 just found and fixing it for the coming step, R is recalculated as a

result of a the LMI optimization. Sequentially step by step, the objective function is supposed to

decrease. At this point, with a pre-defined level of accuracy, if the problem converges, a solution

will be deemed as acceptable when the objective reaches a value below the one agreed in advance.

The proposed algorithm allows one to further explore the non-convex space of all solutions using

successive convex subspaces. In our case, the initial choice of R already brings to an acceptable

solution on Eq. (5.13), so the discussion on the impact of a different initial R is left out of this

work.

In general, trying to illustrate graphically the algorithm, we can think of a Cartesian plane
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Figure 5.2: First few steps of the algorithm on a general set of grouped variables xα, xβ .

which axes are one the matrix L2 and one the matrix variable R. As shown in Fig. 5.2, the

optimization in general does not follow necessarily one path, nor is intended to converge. But it

can be visualized as a sequence of convex, LMI optimizations, within the space of all non-convex

feasible set of all solutions. Now some more comments are given in relation with the convergence

property of the known sequential methods used to approach BMI problems.

5.3.2 Discussion on convergence

In [104], the so called method "alternating LMI for BMI" shows how not to converge to a local

optimum. In general, as mentioned, the local convergence of LMI-based coordinate descent meth-

ods cannot be proved. It is reminded that this kind of algorithms critically depends on the choice

of coordinates (grouped variables), and not only on the initial choice for the solution. In [138],

it is shown that local optima are found, but proof of convergence is still missing. The simple

method proposed describes more in details what is implemented in this Chapter: since the BMI

design is due to products between two sets of decision variables, the Lyapunov matrix(ces) V and

the controller state space matrices K, starting from an initial solution the objective is iteratively

optimized alternating each step between the two sets of variables, the so called V −K iteration.

The intrinsic weakness of this method, which often leads to poor or no convergence at all, is

that the nature of optimal control design is to find through an optimization of a mathematical

criterion or properties of the system, a configuration which changes the properties of the system in

a desired way; when a controller K is completely fixed, or as in our case the observer gain L2, the
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entire representation is fixed and properties don’t change. Therefore, during this step of the V −K

iteration no closed loop improvement is made and the actual objective remains the same as after

the previous K (or L2) updated step. This method, can only work if, during the V−update step

(R in our case), the matrix is modified so that is "oriented" in a way that, at the following K−

update step, the new Lyapunov matrix is fit for a better gain. Nothing ensures such a property

in this algorithm. Considering this, convergence in this method cannot be guaranteed in general.

That said, if the objective cost is seen to descrease at every iteration, convergence is shown in that

particular case.

Consequence of this fact though is that in general, potentially the procedure can lead to in-

feasible solutions, due to the fact that the controller is designed first without taking into account

that an observer will be added afterwards. If a certain accuracy value is pre-agreed though, it can

be shown that if an appropriate descent sequence is found with right grouped variables and/or

initial solution, with decreasing values for the objective, eventually leading to a cost lesser than

the imposed accuracy, then this can be deemed as acceptable even with no guarantee that the

solution is optimal.

The intention in this Chapter indeed is to prove that if an observer is found (leaving ample

margin to investigate upon more effective procedures on the solution of its associated problem),

that observer is able to fulfil the requirements of not decreasing substantially the power harvested

by the WEC compared to the full state feedback case and of not violating the hard constraints.

Observers found with proven properties of convergence, or which are easier to obtain, remain highly

desirable though, and will be the focus of future research.

5.4 Numerical Results

Now, in this section the performance of the H2 and H∞ observer-based controller is tested on

two different sea states, computed from a JONSWAP spectrum: a low-to-medium sea state of

significant wave height Hs = 1.76m and zero-crossing period of Tp = 7.99s and a high sea state

with Hs = 4.51m and same zero-crossing period Tp = 7.99s. See in Fig. 5.3 the time evolution of

the wave elevation η(t) described the two mentioned sea states.

The intention is primarily to numerically determine whether the observed state is not going

to drag the power performance down excessively and/or is violating constraints on the original

trajectories. Obviously, it is in the intention of the present observer design to guarantee this,

so we are going to show that this is satisfying the conditions. This intends to serve as a proof

that an actual implementation of the constrained MIPC H2 and H∞ control is possible. The lack

of literature though, on observer-based control with application of hard constraints and on the
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Figure 5.3: Wave elevation η(t) of the two sea states simulated: Hs = 1.76m (top), Hw = 4.51m
(bottom).

general solution of BMI problems is seen still as a very open quest, and it does make the present

problematic nontrivial. The intention is to introduce the reader to it, and to raise the interest

of ita applications on wave energy devices. Table 5.1 reports again the device specifications and

geometrical parameters of the device where the strategy is applied, repeated from Chapter 4. The

equations of motion (fully explained in Chapter 2, with the control optimization in Chapter 4,

are solved again in a MATLAB/Simulink environment with a variable step solver option. The

simulation time window is set this time on a 500s length, considered enough given the intermediate

wave period (= 7.99s) of the waves simulated, and given the results observed on the full-state

feedback case in Chapter 4.

Variable Parameter Value Unit
r Radius 3 m
h Height 5 m
M Mass 1.13 · 105 kg
mh Added Mass 5.13 · 104 kg
µ MIPC Gain 0.005 -

Table 5.1: Device and MIPC filter specifications (Observer Based Control)
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5.4.1 Observer based H2 Control

The comparison of the performance against the full state feedback control, is made by keeping

the tuning characteristics (namely κ and the MIPC parameter µ) unchanged. Values of κ in Eqs.

(5.10)-(5.11) for the LMI relative to the hard constraints, as explained in [96] are tuned with

the energy content of the input and they still follow Table 4.2. To insure that no constraints are

violated, the choice could have been taken slightly different, ensuring with an additional reasonable

safety margin, that no violation occurs. The larger the margin though, likely the poorer the power

performance. From post-simulation hindsight, it is seen that values of κ show not to originate any

constraint breach with the observer based strategy, so it was not necessary to adapt them.

The generator characteristics are now recalled [134] as

La = 0.005 H

Kv = 938 N/A

Ra = 0.05 Ω

(5.14)

and this is what determines the physical limits. ±3MN for the PTO force (resulting in ≈ ±3kA

for the PTO current), ±5m displacement excursion zmax and ±5m/s velocity limit żmax. PTO

efficiency is not considered.

Results for the H2 controller are observed in Figs. 5.4-5.5, where the time evolution of the

electrical power, PTO current, velocity and displacement are drawn for two sea states of significant

wave height Hs = 1.76m and zero-crossing period Tp = 7.99s (the first), and Hs = 4.51m, Tp =

7.99s (the second) on controllers with and without the observer. Performances on mean power

output, root-mean square values of the currents and the values of κ are summarized in Table 5.2.

State Feedback Observer Based
Mean Power [W] 6.41 · 104 6.08 · 104
iRMS [A] 337.2 318
κ 1 1
Mean Power [W] 1.68 · 105 1.54 · 105
iRMS [A] 408 323
κ 104 104

Table 5.2: Mean power and current rms value for sea state of 1.76m (top) and 4.51m (bottom)
significant wave height (H2 Control)

A very marginal reduction in power performance is observed, with no constraint breach. This

is very encouraging given the limited studies on the observer design and the complications given by

its bilinear non-convex optimization. This fully proves the interest of MIPC and its applicability in

the real world is proven. Further studies will bring more straightforward techniques to ensure an
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Figure 5.4: From top to bottom: time evolution of the electrical power output, PTO current, heave
velocity and displacement in a sea state with significant wave height Hs = 1.76m and zero-crossing
period Tp = 7.99s (H2)

Figure 5.5: From top to bottom: time evolution of the electrical power output, PTO current, heave
velocity and displacement in a sea state with significant wave height Hs = 4.51m and zero-crossing
period Tp = 7.99s (H2)

easy deployment of the observer, given the little scarcely tackled problem, but with huge applicative

perspectives, in the author’s opinion.

5.4.2 Observer based H∞ control

In the case of H∞ control, the procedure developing the observer stays the same. The difference is

only the description of the controller formulation and relative optimization, developed in Chapter

4. As seen, with the same MIPC and κ configuration, H∞ was showing a very marginal power

gain on a single sea state for the full state feedback case, at the expense of larger spikes in the
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Figure 5.6: From top to bottom: time evolution of the electrical power output, PTO current, heave
velocity and displacement in a sea state with significant wave height Hs = 1.76m and zero-crossing
period Tp = 7.99s (H∞)

Figure 5.7: From top to bottom: time evolution of the electrical power output, PTO current, heave
velocity and displacement in a sea state with significant wave height Hs = 4.51m and zero-crossing
period Tp = 7.99s (H∞)

instantaneous power time profile. That meant there is perhaps more expensive electrical equipment

necessary to handle the spikes, probably not justifying its choice over H2. It is now interesting to

see if such behavior is repeated in presence of the observer.

In Figs. 5.6-5.7 we observe actually exactly this: compatibly with the constraints, and given

the same choice of κ configuration, a slight gain over power is attained compared with H2, at the

price of higher spikes. The observer designed though shows only very marginal power reduction

to the full state case, as in H2. This suggests very encouraging results for the application of the

strategy, given the not optimal nature of the observer, and the perhaps still wide research to be

done on its design. A summary over the two sea states on the H∞ case is given in Table 5.3.
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State Feedback Observer Based
Mean Power [W] 6.97 ∗ 104 6.41 ∗ 104
iRMS [A] 336.64 303.1
κ 1 1
Mean Power [W] 1.95 ∗ 105 1.72 ∗ 105
iRMS [A] 328.6 292.1
κ 104 104

Table 5.3: Mean power and current rms value for sea state of 1.76m (top) and 4.51m (bottom)
significant wave height (H∞ Control)

As said, slightly higher mean power is once again observed, and also slightly less control cur-

rent ig in terms of root-mean-square value. Both valuable characteristics if it comes along with

comparable power excursions. It has to be found with more investigation though, when the chosen

actual machinery is to be deployed on a site, which strategy is most convenient to be employed.

At that stage many other factors come into the picture which will influence the decision.

Comparisons of Currents

In order to fully appreciate the constraint handling of the observer based controllers, it was decided

to run few additional simulations, with the some of the sea states derived for Chapter 4. In

particular, sea states with two significant wave heights of Hs = 1.76m and Hs = 4.51m were run

for six different zero crossing periods each. The sea states, similarly to Chapter 4 belong to six

binned classes of periods where the WEC is supposed to be operational. The grouping of these

classes, was based on the actual wave data measured on the site off the west coast of Ireland [135].

As already observed in Figs. 5.4-5.5-5.6-5.7 the current stays well below the limits, as it looks like

the constraints on the state variables in order to be satisfied indirectly push the currents down as

well. This is confirmed in Figs. 5.8-5.9 where the observer based controllers H2 and H∞ are run

for the two significant wave heights, and varying zero-crossing periods. Between the two H2 and

H∞ in this case it is even hard to notice any difference, which appears instead more noticeably in

the power output. We can limit ourselves to say that the observer performs its desired function,

and it does not downgrade the performance of the S −H2 and S −H∞.

5.5 Chapter conclusions

In this Chapter, a systematic design method for observer based LTI control of a WEC is intro-

duced. The method allows to optimize for the observer parameters with respect to the system’s

performance while at the same time the compliance with constraints is guaranteed. The goal is

to develop an observer which can be combined to the S − H2 and S − H∞ control methods in

Chapter 4 without deteriorating the power performance as well. It is shown that unfortunately
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Figure 5.8: On the left-hand side: PTO current vs PTO speed. On the right hand side: PTO
current over simulation time. At the top, the observer based H∞ control, at the bottom the
observer based H2 control. Significant wave height 1.5m.

Figure 5.9: On the left-hand side: PTO current vs PTO speed. On the right hand side: PTO
current over simulation time. At the top, the observer based H∞ control, at the bottom the
observer based H2 control. Significant wave height 4.5m.

such a formulation, compromises the standard LMI representation of the optimization problem

and results in a Bilinear Matrix Inequalities setting. The desirable convexity property of the LMI

is lost and a solution has to be found with alternative means. Studies on how to efficiently tackle

BMIs are ongoing, but a limited literature on the matter exists and no method has proven to

formally converge to a global optimum. A sequence of progressively improved solutions was found,
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by virtue of a successful choice of the initial guess. Where a certain value of accuracy can be

predefined, if the cost function decreases, a solution can be deemed satisfactory when the level

of accuracy is achieved. At the end, the observer with desired properties was computed, and the

applicability of S −H2 and S −H∞ was proven, showing that the observer based strategy keeps

a high power performance and does not breach constraints on a varying sea scenario. This is an

open and important research question, that is now answered for the actual implementation of the

strategy.
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Chapter 6

Conclusions and Future Work

6.1 Summary of the Research

The main aim of this thesis was to formulate novel optimal control strategies which could be

implemented in real time on point absorber WEC devices. The objectives were to develop causal

strategies where forecasting techniques are not required; to develop strategies which are compatible

with physical limitations; to investigate the performance and applicability based on real time

observation and to develop controllers targeting nonlinear models. We summarise the work done

as follows.

For the multiresolution LQ control developed, the intention was to showcase that the application

of DWT in a modified linear quadratic control framework would be successful in terms of power

maximization. This was shown with two separate procedures, the first employing a trajectory

tracking, and the second directly maximizing power. The MRA strategies have been found to

outperform the baseline LQ controllers, given their ability to assign the control weight matrices

non-uniformly among the frequency bands. This is not possible for a baseline LQ control.

Multiresolution control showed its benefits also on a nonlinear model of PA. A spherical ge-

ometry was considered as case study. A novel controller, based on the solution of the Riccati

differential equation forward in time, was formulated in wavelet domain. Time-frequency depen-

dent control gains were computed online, based on the time-varying system matrices. The need for

future system information is circumvented, and the fully nonlinear controller is able to effectively

tackle the nonlinear effects. Moreover, due to to the MRA formulation, a further boost can be

given by distributing the control weight matrices differently among the frequency bands.

Also, two novel H2 and H∞ methodologies were developed in this thesis to highlight the LMI-

based multi-objective controller capability in the context of WEC devices and constrained opti-

mization. The procedures are able to deal with hard constraints in the formulation and result in
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a unique optimization framework together with the energy maximizing requirement. The latter is

expressed as a H2 or H∞ norm minimization of a performance index. The index is determined

following the principles of the so called MIPC, and in our particular case, a causal relationship is

chosen to allow real time implementation. With these controllers, it was shown how a superior

energy harnessing performance could be achieved in a varying sea scenario, when compared to an

LQ strategy, given that the LQ strategy does not allow for constraint handling, nor it can be tuned

with ease for changing sea conditions.

Finally, the design of an observer was undertaken for the novel H2 and H∞ methodologies. The

goal was to determine if the design of an observer was possible at all, given the hard constraints

in the control formulation. The hard constraints pose challenges to find a suitable observer gain,

given that the observer design problem becomes bilinear. But, it was shown that a solution can be

found for the case in consideration, confirming the applicability of the strategies with the available

measuring equipment.

6.2 Main Findings

The main findings of this thesis are summarized in this section. This research has considered

current challenges in control theory and wave energy conversion systems and have tried to fill some

research gaps of interest. The gaps identified were mainly found in: multi-scale control, nonlinear

systems, LMI-based control and observer based control. The conclusions following the results in

this thesis on the control strategies mentioned follow.

Among the properties of multi-resolution controllers, the ability to target certain frequencies

only and to preferentially decompose the response of a dynamic system upon the spectral distribu-

tion of a signal has shown clear benefits for broad-banded signals like the sea waves and associated

responses. The application of DWT to modify the linear quadratic controller has established a clear

superiority in terms of power output for a heaving point absorber described by linear dynamics,

while keeping the control action restrained and smoother as compared to basic LQ. In particular,

MRA-LQT shows an about 10% increase in power compared to non-MRA-LQT with equivalent

control force magnitudes (and in turn currents), resulting also in a L2 norm reduction of the error

signal. The normalized value of error over the root-mean-square of the velocity drops from a peaks

of over 50% to only 10%. The direct power maximizing MRA-LQ control shows more than 10%

increase over the non-MRA case with an insignificant increase in the rms value of the control effort.

When the aforementioned DWT based algorithm is applied to a nonlinear type of controller,

which solves forward in time the Riccati differential equation for a model of PA with varying

restoring force, the benefits can be appreciated as well, guaranteeing again a power boost compared

120



to the non-MRA case. The nonlinear online formulation of the control ensures that the time-

varying information for the state space matrices is not lost and this results in a better handling of

the dynamics. In particular, it is shown that with the MRA case, the power captured is almost

three fold compared to the baseline FRE control, with only a modest increase in the control force

rms value. Compared to the linear MRA-LQ the improvement is even more evident, given once

again an almost threefold boost in power with the control force rms value almost equivalent in the

two cases.

Next, for the LMI-based control, which was hardly exploited in wave energy before as well, is

known to best approach multiple objective optimization. In this thesis, it was shown how the con-

trol can successfully tackle optimization with hard constraints in a highly varying sea environment

and also be tuned with ease with the changing conditions. The application of LMI-based control

in this context is meant to underline the broad potential of this class of controllers in the field,

given the many (often contrasting) requirements that ocean energy harnessing entails, and how

substantially and effectively they are addressed with an LMI-based multi objective optimization.

We could see that, by considering hard constrains, S −H2 control could harness up to 45% more

energy from the same sea site than an optimal LQ control, while S − H∞ in capture up to 42%

more. So the two methodologies seemed almost equivalent in terms of power. Differences were

observed in the peak-to-mean power ratio, which is is distinctively higher for H∞.

Among other results in this thesis, it was also shown also BMI optimization can be nontrivial, as

not always a problem can be formulated as LMI. In BMIs, the most desirable property of convexity

in LMIs is indeed lost. It is shown that an LMI formulation is not possible in constrained observer

design. Observers, are a necessary part of the control architecture, as no quantity in the real world

can be inferred without measurements, and measurements bring inaccuracies and uncertainty. So,

beside the fact that a solution to our problem was found, this is left as an open problem for future

studies. One direction of research in this is regarding about targeted approximations. This has

often shown to help to transform the problem and convert it to a convex one. This allows an

LMI formulation. In our particular case, the designed observer has shown to reach its goal by not

downgrading the power performance, and lowering the mean power output by only a marginal 7%-

8% for two separate cases studied.

What is generally accomplished with the developed controllers in this thesis can be also sum-

marized in the next four statements. (1) All of these control methods are outlined in a way that

causality was always enforced, so neither future information on dynamics was never required, nor

future information on excitation forces. This reduces the computational burden and operational

costs in comparison to control architectures which necessitates the use of forecasting systems. (2)

With similar reasoning, all of the control methods are readily applicable to real devices, given their
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compatibility with processors in industry and limitations to mechanical/electrical components. (3)

This is true also when it comes to measuring equipment, determining the observer configurations.

Experimental validation is the first logical step towards possible subsequent sea trial devel-

opments. Most common types of tests are wave basin/flume kind of tests. However, in Trinity

College Civil Engineering department laboratories, a new type of cost-effective test is available:

the so called real-time hybrid testing. This test surprisingly does not require actual waves, yet it

provides incredibly accurate results on the performance of developed control algorithms. See [139]

about the tests performed, and about details on the test rig.
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Appendix A

Noncausal Optimal Control

Algorithm

The optimal control algorithm used for the comparisons follows Pontryagin maximum principle.

It combines the concepts outlined in [77] and [79] for the solution. The mechanical energy derived

from the system can be obtained as integral of the mechanical power Pm

Ec =

∫ Ts

0

fc(t)ż(t)dt (A.1)

Based on Eqs. (3.1) to (3.9), it is found convenient to rewrite a state space formulation of the

problem with merging the radiation states xr in

ẋ(t) = Aox(t) +Bou(t) + Eow(t) (A.2)

with

x =

[
xr1 xr2 xr3 xr4 z ż

]T
(A.3)

given the order four of the approximation. The system matrices follow

Ao =


Ar 04×1 Br

01×5 1

− Cr

M+m∞
− Kb

M+m∞
0


Bo =

 05×1

−1
M+m∞

 Eo =

 05×1

1
M+m∞


(A.4)

The control command u(t) = fc(t) and w(t) = fe(t). As we can see the radiation force fr(t) is
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approximated within the system. The optimal control problem is to find a control function fc(t)

which maximizes the useful energy (A.1) over the time interval 0 < t < T subject to (A.2) being

satisfied. The Hamiltonian of the control problem is here defined (using the variational approach)

as

H(x(t), fc(t), λ(t), t) = fc(t)ż(t) + λ(t)T (Aox(t)+

+Bofc(t) + Eofe(t))

where λ(t) =

[
λr1 λr2 λr3 λr4 λz λż

]T
⇒ H(x(t), fc(t), λ(t), t) = fc(t)ż(t)+

+

4∑
i=1

λri

( 4∑
j=1

(
Arijxrj +Briż(t)

))
+λz ż(t)+

+ λż

( −1

M +m∞

( 4∑
i=0

Crixri +Kbz(t) + fe(t)− fc(t)
))

(A.5)

In the above equation, (A.5), λ(t) is the co-state vector, Arij ,Bri, Cri the i-th and j-th elements

of the radiation matrices Ar, Br and Cr. The Euler-Lagrange stationarity conditions for optimal

control are

λ̇(t) = −∂H
∂x

=


−ATr 04×1

Cr

M+m∞

01×5
Kb

M+m∞

−Br −1 0

λ(t)+

+

05×1

−1

 fc(t) (A.6)

and

λ(Ts) = 0 (λri(Ts) = λz(Ts) = λż(Ts) = 0)

for i = 1, 2, 3, 4. (A.7)

as terminal condition on the co-state vector. The algorithm solves the numerical problem iteratively

([79]).
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Appendix B

State Space Balanced Realization

and Henkel Singular Values

Given a state space representation for a linear system


ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t)

(B.1)

and a transformation P which is nonsingular, a system which is defined by the matrices Ā =

PAP−1, B̄ = PB, C̄ = CP−1, is equivalent to the system A,B,C. This means that the two

systems have the same set of eigenvalues and same input-output transfer function. Two quantities

of interest in the context, are the so called "controllability Gramian matrix Wc" and "observability

Gramian matrix Wo" and they are defined such that

AWc +WcA
T = −BBT

ATWo +WoA = −CTC
(B.2)

These matrices are important because their product WcWo is similar to the product W̄cW̄o, cor-

responding to an equivalent state space representation Ā, B̄, C̄. The meaning of similar translates

in: the determinant is the same, the eigenvalues are the same and other properties.

On top of what just stated, the product WcWo is also similar to the Hankel matrix

Σ = diag{σ1, σ2, . . . , σn} (B.3)

where n is the dimensionality of the state of the system. The elements σ1 ≥ σ2 ≥ · · · ≥ σn ≥ 0
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are the Henkel singular values of the system and they represent a quantification of the energy of

each state component [126].

When a state space realization of a system A,B,C is balanced when Wc =Wo = Σ.

B.1 Model Reduction Based on Henkel Singular Values

Properties of a balanced realization can be exploited to isolate the dominant dynamics of a system.

The state space system in Eq. (B.1) can be decomposed as follows



ẋ1(t)
ẋ2(t)

 =

A11 A12

A21 A22


x1(t)
x2(t)

+

B1

B2

u(t)

y(t) =

[
C1 C2

]x1(t)
x2(t)


(B.4)

. The Henkel matrix is easily decomposed as

Σ = diag{Σ1,Σ2} (B.5)

, then the subsystem A11,B1, C1 is a good approximation of the original system A,B,C if the

singular values in Σ1 are much bigger than the singular values in Σ2.
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Appendix C

Design Specifications as LMI

Constraints

C.1 Constraints on the H2 norm

H∞ and H2 constraints can be expressed in the form of linear matrix inequalities (LMI), and

efficient LMI solvers can be employed to compute controllers that satisfy those constraints. In this

Appendix we will first introduce how to express design specifications in the form of linear matrix

inequalities, and subsequently briefly introduce methods for computing controllers by solving the

LMIs.

We address the reader to [94] for a complete exposition of the Linear Matrix Inequalities subject.

Consider a stable system with state space realization


ẋ(t) = Ax(t) +Bw(t)

z(t) = Cx(t)

(C.1)

Let T (s) denote the strictly proper transfer function matrix from w to z

T (s) = C(sI −A)−1B (C.2)

It is proven that the H2 norm of T (s) can be computed from

∥T∥22 = tr(CP0C
T ) (C.3)

where P0 is the positive definite matrix that solves the Lyapunov equation
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AP0 + P0A
T +BBT = 0 (C.4)

Assume now that we impose a constraint on ∥T∥2, say

∥T∥2 < ν (C.5)

for some ν > 0. Now, to see how (C.3)-(C.4) can be used to express the constraint, consider the

solution of the following modified version of (C.4)

AP + PAT +BBT +Q = 0 (C.6)

where Q > 0 is a positive definite matrix. Subtracting (C.4) from (C.6) gives

A(P − P0) + (P − P0)A
T +Q = 0 (C.7)

Because Q > 0 and A is stable, this implies P − P0 > 0 or

P > P0 (C.8)

The reverse also holds: if (C.8) is true then a matrix Q > 0 exists that satisfies (C.7), and since

this is true for any Q > 0 then we can replace (C.8) by the matrix inequality

AP + PAT +BBT < 0 (C.9)

and we have from (C.8) and (C.3) that

∥T∥22 < tr(CPCT ) (C.10)

if and only if P satisfies (C.9).

Theorem C.1 ∥T∥2 < 0 if and only if there exist a positive definite matrix P that satisfies

(C.9) and

tr(CPCT ) < ν2 (C.11)

.

In the next section we will show how to compute controllers that satisfy the constraint in

∥T∥2. The following equivalent formulation of the above result is used instead. Introduce a new

symmetric matrix variable W (as a slack variable), then we have
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Theorem C.2 ∥T∥2 < 0 if and only if there exist symmetric matrices P and W that satisfy

AP + PAT B

BT −I

 < 0,

 W CP

PCT P

 > 0 and tr(W ) < ν2 (C.12)

To see that inequalities in (C.12) are equivalent to (C.11) and (C.9), note that

M L

LT N

 > 0

where M =MT and N = NT is equivalent to

N > 0 and M − LN−1LT > 0

. This fact is often used to convert nonlinear inequalities into LMI form; where the term M −

LN−1LT is the Schur complement with respect to N . In the above case, this leads to W > CPCT

and consequently to tr(W ) > CPCT from which (C.11) and (C.12) hold.

C.2 Constraints on the H∞ norm

Considering now a system in the form


ẋ(t) = Ax(t) +Bw(t), x(0) = 0

z(t) = Cx(t) +Dw(t)

(C.13)

Assuming T (s) as stable, the H∞ norm of the system is

∥T∥2∞ = max
w ̸=0

∫∞
0
zT (t)z(t)dt∫∞

0
wT (t)w(t)dt

where we also assume x(0) = 0. From the above it follows that ∥T∥∞ < γ is equivalent to

∫ ∞

0

(
zT (t)z(t)− γ2wT (t)w(t)

)
dt < 0

holding true for all square integrable, non-zero w(t). Introducing a Lyapunov function V (x) =

xTPx with P = PT > 0, the constraint ∥T∥∞ < γ, as x(0) = x(∞) = 0, is enforced by the

existance of P such that

dV (x)

dt
+

1

γ
zT (t)z(t)− γwT (t)w(t) < 0 (C.14)
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for all x(t), w(t). To turn this into a linear matrix inequality, substitute

dV (x)

dt
= xT (ATP + PA)x+ xTPBw + wTBTPx

and z = Cx+Dw to obtain

[
xT wT

]ATP + PA+ 1
γC

TC PB + 1
γC

TD

BTP + 1
γD

TC −γI + 1
γD

TD


x
w

 < 0

This must hold for any x and w. So the block matrix must be negative definite. And this can

be rewritten as

ATP + PA PB

BTP −γI

+
1

γ

CT
DT

[
C D

]
< 0

It can be shown that the above LMI not only is a sufficient condition but also necessary for

∥T∥∞ < γ. Now, using the Shur complement, we can rewrite the condition and summarize the

result as follows.

Theorem C.3 ∥T∥∞ < γ if and only if there exists a positive definite, symmetric matrix P

that satisfies the linear matrix inequality


ATP + PA PB CT

BTP −γI DT

C D −γI

 < 0 (C.15)
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